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Industrial cybersecurity and machine learning

Abstract.
Currently, we are witnessing the rapid development of industrial technologies, which bring numerous benefits but a lso i ntroduce new t hreats. Many 
technological industries are focusing on Industry 4.0, where digitization and process automation are key, while emerging cyberthreats are becoming an 
increasingly significant i ssue. As the industry advances, cyberthreats evolve as well, requiring constant adaptation of defense s trategies. However, by 
leveraging machine learning, we can better predict, detect, and neutralize these threats, safeguarding critical industrial assets from the growing number 
of cyberattacks. Therefore, the aim of this paper is to provide a comprehensive overview of the role of machine learning in enhancing cybersecurity 
in the industrial sector, considering both the benefits this technology offers and the challenges that must be overcome to effectively protect industrial 
systems from modern cyberthreats.

Streszczenie.
Współcześnie mamy do czynienia z dynamicznym rozwojem technologii przemysłowych, które przynoszą  liczne korzyści, ale również nowe zagrożenia. 
Wiele branż technologicznych koncentruje się na Przemyśle 4.0, gdzie cyfryzacja i automatyzacja procesów odgrywają  kluczową  rolę, a pojawiaj ące 
się cyberzagrożenia stają  się coraz poważniejszym problemem. Wraz z rozwojem przemysłu ewoluują  również zagrożenia cybernetyczne, co wymaga 
ci ągłego dostosowywania strategii obronnych. Jednak dzięki zastosowaniu uczenia maszynowego możemy lepiej przewidywać, wykrywać i neutrali-
zować zagrożenia, chroni ąc kluczowe zasoby przemysłowe przed rosn ącą  liczbą  cyberataków. Celem niniejszej pracy jest kompleksowe przedstaw-
ienie roli uczenia maszynowego w poprawie cyberbezpiecze ństwa w przemyśle, z uwzględnieniem zarówno korzyści płyn ących z tej technologii, jak i 
wyzwa ń, które należy pokonać, aby skutecznie chronić systemy przemysłowe przed współczesnymi zagrożeniami cybernetycznymi. 
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Introduction
Many technological industries are focusing on Indus-

try 4.0, where digitization and process automation are key,
and emerging cyberthreats are becoming an increasingly
significant challenge. As the industry evolves, so do cy-
berthreats, necessitating constant adaptation of defense
strategies. However, by leveraging machine learning (ML),
we can better predict, detect, and neutralize these threats,
protecting critical industrial resources from the growing num-
ber of cyberattacks. This has driven the search for new so-
lutions utilizing artificial intelligence. For example, ML mod-
els can analyze data from sensors and programmable logic
controllers (PLCs), identifying unusual patterns that may in-
dicate potential attacks or system failures. ML is revolu-
tionizing industrial cybersecurity by providing robust methods
for anomaly detection, predictive maintenance, and real-time
threat detection [1].

For instance, ML models analyze sensor data from In-
dustrial Control Systems (ICS), such as SCADA, DCS, and
PLCs, to identify irregular patterns signaling potential cyber-
attacks or system malfunctions [2]. Additionally, predictive
maintenance powered by ML helps anticipate and prevent
equipment failures, reducing downtime and repair costs [3].

Special attention should be given to the real-time oper-
ation of industrial systems, as it introduces additional chal-
lenges in detecting anomalies.

The growing reliance on networked solutions in industry
increases the risk of cyberattacks. ML’s capability to detect
advanced persistent threats (APTs) in industrial networks is
critical, as these models can identify subtle indicators of long-
term, targeted attacks [4]. Federated learning further en-
hances security by enabling ML models to be trained across
multiple sites without sharing raw data, thus preserving pri-
vacy and security [5]. Real-time threat detection is strength-
ened by ML models that continuously analyze data streams,
flagging suspicious activities [6].

However, captured data can be compromised by unau-
thorized access, which may prevent ML models from func-
tioning properly.

Therefore, ML systems must be protected against adver-
sarial attacks that manipulate input data to deceive the mod-

els, posing significant risks to cyber-physical systems [7]. In-
tegrating Security Orchestration, Automation, and Response
(SOAR) tools with ML can greatly improve the efficiency of
incident response [8]. Network traffic analysis using ML al-
gorithms aids in identifying potential security breaches in in-
dustrial systems, combining ML with traditional security mea-
sures to ensure comprehensive defense [9].

Particular focus should be placed on devices, especially
those in the Industrial Internet of Things (IIoT), which are
rapidly advancing.

Securing IIoT devices with ML is both challenging and
essential, requiring continuous adaptation to evolving threats
[10]. ML models also enhance malware detection by identify-
ing new and previously unknown malware variants [11]. Be-
havioral analysis using ML detects insider threats by spotting
deviations from established user activity norms [12].

By considering user behavior in industrial systems, ML
models allow for the observation and analysis of patterns,
including user errors. Additionally, ML improves the secu-
rity of remote access to industrial systems by continuously
monitoring and authenticating user activities [13]. Enhanc-
ing SCADA security with ML involves real-time detection and
response to cyberthreats, protecting critical industrial pro-
cesses [14]. Phishing attacks targeting industrial systems are
detected and blocked by ML algorithms, safeguarding sensi-
tive information [15]. Finally, ML helps verify the integrity of
industrial system data, ensuring it remains untampered and
uncorrupted [16].

Machine Learning (ML) in industry
Today, tools such as Artificial Intelligence (AI) can help

detect patterns and identify potential adversaries whose be-
havior may be imperceptible to traditional methods. Rec-
ognizing cybersecurity as a balance between security and
usability is key to understanding and implementing effective
protection strategies. Detecting security incidents as they
happen—or even before they fully develop—can significantly
reduce potential damage. Therefore, developing and imple-
menting advanced threat detection systems has become an
essential element of effective protection in today’s complex
digital landscape.

Machine learning (ML) is a subfield of artificial intelli-
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Fig. 1. Detecting anomalies in industry architecture.

gence that focuses on the development of algorithms and sta-
tistical models enabling computers to perform specific tasks
without explicit instructions. Instead, ML relies on patterns
and inference. Below are some basic concepts of machine
learning, along with an introduction to common algorithms
and evaluation techniques.

Machine learning can be categorized into several types:
• Supervised Learning
• Unsupervised Learning
• Semi-Supervised Learning
• Reinforcement Learning
• Self-Supervised Learning
• Multi-Instance Learning
• Transfer Learning

In supervised learning, the goal is often to minimize the
loss function. For example, the loss function for regression is
the mean squared error (MSE), given by the equation:

(1) L(y, ŷ) =
1

N

N∑
i=1

(yi − ŷi)
2

where yi is the actual output, ŷi is the predicted output,
and N is the number of samples.

Several common algorithms are used in machine learn-
ing. Some of the widely used ones include:

• Linear Regression
• Logistic Regression
• Support Vector Machines (SVM)

For instance, the formula for a linear regression model is
given by:

(2) y = β0 + β1x1 + β2x2 + · · ·+ βnxn + ϵ

where β represents the coefficients, and ϵ is the error
term.

Model evaluation is a critical part of machine learning.
Common metrics include: Accuracy is the proportion of true
results (both true positives and true negatives) among the to-
tal number of cases examined. A confusion matrix provides a
detailed breakdown of the model’s performance, showing the
number of true positives, true negatives, false positives, and
false negatives. Optimization techniques are used to improve
the performance of machine learning models by minimizing
loss functions and adjusting model parameters.

In the field of cybersecurity, the pursuit of perfection is
crucial. All potential access points, both physical and virtual,
must be tightly secured. However, for an adversary, finding
just one vulnerability or unsecured entry point is enough to
achieve their goals. This asymmetry highlights the fact that
while security is critically important, it cannot be the sole pillar

of a defense strategy. There is a need not only to prevent
attacks but also to prioritize detecting them.

The architecture diagram of a cybersecurity system us-
ing machine learning in industry shows the main components
and their interactions. Here is its description:

• Data Sources: The initial point of the system where raw
data is collected from various industrial processes.

• Sensors: Devices that gather real-time data from differ-
ent aspects of industrial operations, such as tempera-
ture, pressure, or machine status.

• PLCs (Programmable Logic Controllers): Essential
components in industrial automation that process sen-
sor data and control industrial equipment.

• Data Aggregation: The stage where data from various
sources, including sensors and PLCs, is combined and
formatted for further analysis.

• Machine Learning Model: The core analytical tool that
processes the aggregated data to detect anomalies and
predict potential security threats.

• Anomaly Detection: A dedicated module within the
system that identifies unusual or suspicious patterns in
the data.

• SOAR Tools: Tools that automate responses to de-
tected threats, improving operational efficiency.

• Traditional Security Measures: Includes firewalls,
IDS, and other classic protection techniques.

• Data Privacy Techniques: Protecting data privacy
when training ML models, such as federated learning
and differential privacy.

• Security Team: Specialists who monitor the system, re-
spond to threats, and update protection strategies.
Today, industry cannot work without PLC controllers,

which are a main elements of process automation systems.
With technological improvement, need to secure these de-
vices from increasingly sophisticated cyberthreats is growing.
Machine learning appears to be a tool that can significantly
enhance the security of PLC-based systems. Additionally,
ML properties can be utilized for predictive maintenance of
production processes, allowing for the prediction and preven-
tion of equipment failures, thus minimizing downtime and re-
pair costs.

Machine modeling in industry
Increasing attention is being paid to the use of artificial

intelligence (AI) elements for industrial security purposes. As
mentioned earlier, this focus is becoming increasingly impor-
tant as industrial systems grow more complex and are ex-
posed to various cyberthreats. Machine learning (ML) is par-
ticularly noteworthy in this context, as it can significantly en-
hance the security of these systems by automatically detect-
ing anomalies and threats in real time.

ML models can analyze data from sensors and pro-
grammable logic controllers (PLCs), identifying unusual pat-
terns that may indicate potential attacks or failures. Today,
the industry cannot operate without PLC controllers, which
are key elements of process automation systems. As tech-
nology advances, the need to secure these devices from in-
creasingly sophisticated cyberthreats is also growing. Ma-
chine learning emerges as a valuable tool for enhancing the
security of PLC-based systems. Additionally, the capabilities
of ML can be utilized for predictive maintenance of produc-
tion processes, allowing for the anticipation and prevention of
equipment failures, thereby minimizing downtime and repair
costs.
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1. Building a machine learning model
Before the model can be used, it must be adapted to
the function it is intended to perform in the process. To
achieve this, it must go through specific stages of cre-
ation [17]. Creating a model in machine learning in-
volves collecting an appropriate amount of data, which
serves as the foundation for its development. The col-
lected data is used to define problems and determine
the requirements of the machine learning application.
Data is an important element; therefore, the more data
available, the better the ability to predict or identify po-
tential sources. The quality of the data significantly af-
fects the model’s capabilities, ensuring that predictions
and decision-making are reliable.

2. Preprocessing data
Preprocessing and preparing data is a crucial step that
involves transforming raw data into a format suitable for
training and testing our models. This phase aims to
clean the data by removing null and erroneous values,
as well as normalizing and preprocessing it to achieve
greater accuracy and performance in our machine learn-
ing models.

3. Choosing a learning model
Selecting the appropriate machine learning model can
be challenging, given the large number of algorithms
available today. Therefore, it is necessary to carefully
analyze their applications. Digital simulations are a valu-
able tool for this purpose.
First, it is important to understand what problem the
model will address in order to classify it appropriately.
Different types of problems require different algorithms
to create an effective predictive model.
The best approach is often to experiment with multi-
ple models, evaluate their metrics, and iteratively as-
sess how well each algorithm generalizes to unseen
data [17].

4. Training the model
The training phase consists of preparing the model to
develop expected responses based on progressive pre-
dictions. By using input data during training, the model
begins to predict appropriate output data, which should
correspond to actual values. In the context of cyber-
security, the model should be capable of distinguishing
between anomalies and expected values.

5. Evaluating performance
The model is evaluated by comparing the predicted val-
ues with the actual values obtained. This approach en-
ables the estimation of error values, allowing us to de-
termine how the model deviates from the desired re-
sponse. Various metrics are used to evaluate model
performance, which can be categorized into two forms
[17]:

(a) Regression tasks: Mean Absolute Error, Mean
Squared Error, Root Mean Squared Error, R-
squared Value (R²);

(b) Classification tasks: Accuracy, Precision, Recall,
F1-score, Confusion Matrix.

6. Matching and optimization
To enhance the model’s performance, the next step is
to optimize it further. Optimization involves fine-tuning
hyperparameters, selecting the best algorithm, and
improving features through feature engineering tech-
niques. Hyperparameters are settings defined before
the training process begins, and they influence the be-
havior of the machine learning model. Examples include

learning rate, regularization, and other model-specific
parameters. Properly tuning these aspects allows us to
maximize the model’s performance.

7. Making predictions
This process ensures that the model, when working on
data it has not previously encountered, makes accurate
predictions. Once deployment is complete, the model
is ready to predict new data, which involves feeding un-
seen data into the deployed model to enable real-time
decision-making [17].

8. Algorithms
In this paper, the description of the linear model based
on regression is limited. Of course, this is only the be-
ginning of the research, but the intention is to demon-
strate how well simple solutions work in practical appli-
cations. In the context of linear models used in classifi-
cation, the main models are:

(a) Logistic Regression: This is the most popular lin-
ear classification model. It models the relationship
between input variables and the probability of be-
longing to a specific class using the sigmoid func-
tion. Despite the name "regression," it is used for
classification tasks.

(b) Linear Discriminant Analysis (LDA): LDA is a
model that seeks a linear combination of features
to maximally separate the classes. It is particu-
larly effective for problems where the data follow a
normal distribution.

(c) Linear Support Vector Machine (Linear SVM):
This is a variant of SVM that uses a linear kernel
for classification. The model aims to find a linear
decision boundary that maximizes the margin be-
tween different classes.

(d) Perceptron: This is the simplest neural network
model that performs linear classification. It is de-
signed for binary classification problems, where
the output is determined by a linear combination
of features.

9. Detailed steps
• Initialization: Assume all weights are initially set

to 0 or small random values.
• Iteration over data: The model iterates through

the entire dataset to minimize the error.
• Weight update: Weights are updated only when

the perceptron makes an error.
• Convergence: The training process continues un-

til the perceptron correctly classifies all data or
reaches the maximum number of iterations.

• Repeat for a specified number of iterations or
until convergence:

– For each training sample (xi, yi), calculate
the weighted sum:

(3) z = w1 ·xi1+w2 ·xi2+. . .+wn ·xin+b

– Apply the activation function (usually a step
function):

(4) ypred =

{
0 if z < 0
1 if z ⩾ 0

– If ypred is different from the true label yi, up-
date the weights and bias:

(5) ∆wj = η · (yi − ypred)

(6) wj ← wj +∆wj
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(7) b← b+ η · (yi − ypred)

where η is the learning rate.
• End of the algorithm: After completing the itera-

tions or achieving convergence, the perceptron is
ready to be used on new data.

A simple demonstration of how it works uses a
Perceptron-based machine learning algorithm. The per-
ceptron was trained on the example of the AND logic
gate. The decision boundary of the perceptron at ini-
tialization, when the weights are set using the Xavier
method, is random due to the random nature of the
weights. After 10 iterations of training, it produced the
following results:

(a) Weights: [0.2358, 0.2387],
(b) Bias (offset value): −0.4074,
(c) The operation of the perceptron on the training set

leads to the following predictions:
• For input [0, 0], the perceptron predicts 0.
• For input [0, 1], the perceptron predicts 0.
• For input [1, 0], the perceptron predicts 0.
• For input [1, 1], the perceptron predicts 1.

Figure 2 demonstrates the detected logic anomalies
[1, 0], while Figure 3 presents the architecture of the
used perceptron (2 inputs, 1 output, and bias). It is
clear that it performs well with classification problems,
but more complex issues require more advanced algo-
rithms.

Fig. 2. Decision Boundary of perceptron for AND logic function.

Fig. 3. Architecture of perceptron used for simulation of the AND
logic gate.

The decision boundary after training shows that the per-
ceptron has successfully learned to classify the points for the
AND function. The AND function can be applied to detect
anomalous situations that may indicate a cyberattack or sys-
tem breach. For example:

IF (Access level = Administrator AND
Control parameter changes outside of working
hours) THEN Report suspicious activity.

Such rules help identify potential threats when specific 
conditions are met (e.g., an administrator changing settings 
at an unusual time), which could indicate unauthorized activ-
ity within the system.

Conclusions
At the same time, machine learning (ML) systems must 

be secured against attacks that can manipulate input data, 
potentially distorting the models. Cybersecurity in ML also 
involves protecting data privacy through techniques that en-
able model training without revealing operational data. An 
integrated approach to cybersecurity, combining traditional 
methods with modern ML techniques, is essential for safe-
guarding industrial infrastructure. Furthermore, automating 
security processes with additional tools can enhance the ef-
ficiency of threat response.

As ML technology continues to evolve, it is crucial to re-
search and update protection strategies continually to keep 
pace with the changing threat landscape. Educating and 
training security teams on ML-specific threats i s also v ital for 
effectively protecting industrial systems.

In our article, we point out that PLCs are vulnerable and 
it is now common for them to lack adequate security. The only 
protection used so far is complete isolation from the outside 
world, which does not fully fit i nto t he d efinitions of  Industry 
4.0 and 5.0.

To effectively use technologies such as perceptron or re-
gression in the context of hazard classification, i t i s essential 
to use real data that reflects complex operational conditions. 
This is the only way to develop reliable and useful models that 
can effectively identify and respond to real threats. Therefore, 
it was decided to focus on potential tools rather than solutions 
that are still in development.

An algorithm has been demonstrated that illustrates how 
ML can be applied to make decisions in classification prob-
lems, making it particularly well-suited for digital data classi-
fication. T he n ext s t ep w i ll b e  t o  i mplement M L i n  r eal sys-
tems, allowing us to confront the genuine challenges of time 
and data management.
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