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Abstract. Encryption is a mandate in today’s information sharing based society. Various Algorithms have been proposed and used to implement 
encryption. The AES algorithm is one such encryption algorithm widely known for its faster encryption speeds and withstanding ability against cyber-
attacks. Its resilience comes from the fact that it can use 128 or 192- or 256-bit keys to encrypt 128, 192 or 256 bit plain text. The AES algorithm has 
been implemented in ASIC and FPGA to realize the best practices for the implementation of the algorithm for efficient usage. The power, area and 
timing analysis from both implementations have been compared to infer the best implementation strategy. The experimental results indicate that care 
has to be taken to reduce switching activity of signals which were observed to be the primary contributor of dynamic power consumption. 
Recommendations have been included to reduce signal switching power consumption during Logic BIST designs for the algorithm. The power 
analysis show that ASIC implementation of the AES algorithm would be much more beneficial in comparison to ARTIX 7 FPGA implementation.  
 
Streszczenie. Szyfrowanie jest obowiązkiem w dzisiejszym społeczeństwie opartym na wymianie informacji. Zaproponowano i wykorzystano różne 
algorytmy do implementacji szyfrowania. Algorytm AES jest jednym z takich algorytmów szyfrowania, powszechnie znanym z większej szybkości 
szyfrowania i odporności na cyberataki. Jego odporność wynika z faktu, że może używać kluczy 128-, 192- lub 256-bitowych do szyfrowania 
zwykłego tekstu 128, 192 lub 256-bitowego. Algorytm AES został zaimplementowany w ASIC i FPGA, aby zrealizować najlepsze praktyki 
implementacji algorytmu w celu efektywnego wykorzystania. Porównano analizę mocy, obszaru i czasu z obu wdrożeń, aby wywnioskować 
najlepszą strategię wdrożenia. Wyniki eksperymentów wskazują, że należy zwrócić uwagę na zmniejszenie aktywności przełączania sygnałów, które 
były głównymi sprawcami dynamicznego poboru mocy. Uwzględniono zalecenia dotyczące zmniejszenia poboru mocy przy przełączaniu sygnału 
podczas projektowania logiki BIST dla algorytmu. Analiza mocy wykazała, że implementacja ASIC algorytmu AES byłaby dużo bardziej korzystna w 
porównaniu z implementacją ARTIX 7 FPGA (Analiza porównawcza implementacji małej mocy dla algorytmu AES w ARTIX 7 FPGA & ASIC) 
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Introduction 

Data can be scrambled using encryption so that only 
authorised parties can decipher it. Technically speaking, it 
is the process of changing plaintext that can be read by 
humans into cypher text, which is incomprehensible text. In 
plainer terms, encryption [1] changes readable data to 
make it seem random. A cryptographic key, or collection of 
numbers that the sender and the recipient of an encrypted 
message both agree upon, is needed for encryption. 
Despite the fact that encrypted[2] data appears random, 
encryption works in a logical, predictable manner, making it 
possible for someone who gets encrypted data and has the 
proper key to decrypt it and restore it to plaintext. A third 
party would be extremely unlikely to be able to decrypt or 
crack the cypher text using brute force when using keys for 
truly secure encryption. 
 

 
 
Fig.1. Block diagram of Cryptography 
 
Types Of Encryption  

Symmetric and asymmetric encryption are the two major 
types of encryption. Public key encryption[3] is another 
name for asymmetric encryption. Symmetric encryption 
uses a single key that is used by all communicating parties 
for both encryption and decryption. Asymmetric encryption, 
often known as public key encryption, uses two keys: one is 

used for encryption and the other for decryption. The 
encryption key[4][5] is shared openly for use by anybody, 
however the decryption key is kept secret (thus the term 
"private key") (hence the "public key" name). The block 
diagram of the cryptography is shownin the figure 1 as 
given below.  
 

Encryption Algorithms  
 Data are converted into cypher text using an encryption 
algorithm. The data will be altered by an algorithm using the 
encryption key in a predictable fashion, such that even 
though the encrypted data will seem random, it can be 
decrypted and returned to plaintext [6] with the decryption 
key. 
Typical symmetric encryption techniques are as follows: 

 AES(Advanced Encryption Standard) 
 3-DES(Data Encryption Standard) 
 SNOW 

Typical assymmetric encryption techniques are as follows: 
� RSA 
� Elliptic curve cryptography   
A brute force assault is when an attacker who is unaware of 
the decryption key [7] makes millions or billions of guesses 
in an effort to get the key. The majority of contemporary 
encryption techniques are resistant to brute force assaults 
when used with strong passwords. 
 
AES 

For AES-128/198/256 bit, the full procedure [8] takes 
10/12/14 rounds, accordingly. The input data and key for 
AES-128 bit are both 128 bits, and each round takes one 
cycle to complete. The architectural flow [9] of AES is 
displayed here.  



24                                                                                 PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 99 NR 6/2023 

Fig.2. AES Flow Architecture 
 

Internally, the AES algorithm’s operations are performed 
on a two-dimensional array of bytes called the State. So, at 
the beginning of the Cipher or Inverse Cipher, the input 
array,  

‘in’, is copied to the State array according to the 
scheme. The figure 2 gives the AES architecture flow of the 
system. 

(1)                        
 

The State array's four bytes are organised into four 32-
bit words in each column, with the row number r serving as 
an index for each word's four bytes. In light of this, the state 
can be described as a one-dimensional [11] collection of 
32-bit words (columns), w0–w3, where column number c 
acts as an index. State can be thought of as an assortment 
of the following four words: 

 

(2)       
 

Each round of AES algorithm contain few steps shown 
below (except round 10): 
� Add round key 
� Substitute bytes 
� Shift rows 
� Mix columns 
 
ADD round key 

A Round Key is added to the State in the AddRoundKey 
transformation using an implemented bitwise XOR 
operation. This is the AES algorithm's initial phase, and it is  
Only an XOR operations. The Add Round off for the 
AES[12] for a sample is shown in the figure 3  
 

 
 

Fig.3. AES Add Round off  
 
ADD Round Key Operation 

The matrix of 16 bytes are consider as 128 bits and 
exored to 128 bits of the round key[13]. If last round is this 
then output is 128 bits Encrypted output. Otherwise, these 
128 bits will again go to the similar round considering 16 
bytes. 
 
 

SUB-BYTES 
Byte is changed to a value in the S-box through a non-

linear transformation. The S-box is already set up to be 
used in the algorithm. Data substitution[14] is done with the 
S-box. S-box can be thought of simply as a lookup table. 
Each block has 8 bits of data, and the first 4 bits can be 
seen as a row index and the last 4 bits as a column 
index[15][16]. By using these row and column indexes, we 
can retrieve the value from the S-box is shown in the figure 
4,5. 

 It is a non-linear transformation where byte is replaced 
with   a value in S-box. The S-box is predetermined for 
using it in the algorithm. S-box is used to substitute data. 
Simply we can see S-box as a lookup table. The way to 
substitute  

 

 
Fig.5. S-box matrix for the AES Operation 

 
SHIFT rows 

In this operation, each row of the state is cyclically 
shifted to the left, depending on the row index. The 1st row 
is shifted 0 positions to the left. The 2nd row is shifted 1 
position to the left. The 3rd row is shifted 2 positions to the 
left. The 4th row is shifted 3 positions to the left. The shift 
operation of the AES is shown in the figure 6. 
 

 
Fig.6. Shift Row Operation 

 
MIX columns 

The Mix Columns transformation operates on the State 
column-by-column, treating each column as a four-term 
polynomial. The columns are considered as polynomials 
over GF (28) and multiplied modulo x4 + 1 with a fixed 
polynomial. An illustration is shown in the figure 7 to obtain 
the mix column.  
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Fig.7. An example of the figure to provide the mix column 
 

 
 

Fig. 8. Substitute Bytes Operation 
 
KEY EXPANSION 

Plain / Cipher Text. And next round onward Expanded 
Key from Expanded Key Schedule is XORed with dataig. 
 

 
Fig. 9. Key Expansion column logical Circuit 

 
The key expansion of the logical circuit is shown in the 

figure 7 which provides the logic for then key expansion for 
the cypher text. 
 
Inference Result and Analysis  

The AES algorithm was programmed using the 
Hardware Description Language (HDL) Verilog and 
simulated using the CADENCE NCLaunch eda tool. Figure 
8 is the simulation output taken from the tool. 

 

Fig. 10. Simulation result of the cipher text of the Encrypted logic 
 

After encryption the algorithm outputs the 128 bit cipher 
text 32F500_C90D784_EDDA7AC6_1DE0082E. The cipher 
text is displayed on the top portion of the figure. AES 

receives the cipher text as input during decryption and 
outputs the corresponding 128 bit long plain text. The 
decrypted plain text is displayed as the second portion of 
the figure 8. 

 The AES key expansion algorithm takes as input a 4-
word key and produces a linear array of 44 words. Each 
round uses 4 of these words each word contains 32 bytes 
which means each sub-key is 128 bits long. In first round 
user key is XORed with the original 

 

 
Fig. 11 An Implementation of PGA 
 

The implementation of Xilinx Artix-7 FPGA AC701 
FPGA of the logical circuit is shown in the figure 7 which 
provides the logic for then key expansion for the cypher 
text. The resource utilization of the Xilinx Artix-7 FPGA 
AC701 is shown in the tabulation 1with the percentage of 
the resource. 
 

Table 1: Utilization of the Xilinx Artix-7 FPGA AC701 

 
 

 
 

Fig.12. An implementation of FPGA 
 

The AES algorithm was programmed using the 
Hardware Description Language (HDL) Verilog and 
simulated using the CADENCE encounter, Figure 11 is the 
layout model of ASIC output taken from the tool using 90 
nm technology. 
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Fig.13. LAYOUT MODEL FOR ASIC using 90 nm Technology  
 

Power analysis of the FPGA and cadence is done for 
the AES system and the comparison is shown in the figure 
12. The anlaysis shows that the power consumpsion is very 
less and can be used in low power applications. 
 

 
 
Fig.14. An implementation of FPGA 
 

Conclusion 
The ASIC and FPGA implementations of the Advanced 

Encryption Algorithm for 128 bit encryption and decryption. 
It has been observed through power analysis that in both 
cases of implementation that the dynamic power 
consumption far outweighs the static and leakage power 
dissipation. Signal transitions were found to be the primary 
contributor of dynamic power consumption. The inference 
from this observation is that in order to design Low power 
AES systems, care has to be taken to reduce the number of 
signal transitions. Comparing the area analysis of the FPGA 
and ASIC implementations, it could be seen that ASIC 
implementation of the AES algorithm would be a much 
useful approach over FPGAs. This conclusion is arrived 
from the observation that the IO requirements of the AES 
algorithm even for a 128 bit encryption is significant and 
would make an FPGA almost unavailable for any other 
purposes. 
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