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A Review of techniques for security information for agent 
approaches in networks  

 
 

Abstract. The development of communication technology has led to an increase in the risks associated with sending crucial information across a 
communication channel. One of the security details is defending against data theft over expanding networks by concealing sensitive information by 
employing agent techniques for hidden transmission. As a result, it is often used to solve data security issues. Researchers applied AI and agent-
based algorithms to help secure information concealment since it may be challenging to choose the ideal cover image to conceal crucial information. 
The agent-based strategy and its applicability in various security information modalities are examined in this paper. This paper also discusses 
several important problems with creating other types of agents, such as basic reflex agents, reflex agents based on models, goal-based agents, 
utility-based agents, and learning agents. This paper concludes with an overview of the literature on agent-based methods for security information. 
The overall finding of our research is that agent-based techniques seem to be particularly fit for this area, although this still needs to be confirmed by 
more widely deployed systems. 
 
Streszczenie. Rozwój technologii komunikacyjnych doprowadził do wzrostu zagrożeń związanych z przesyłaniem kluczowych informacji kanałem 
komunikacyjnym. Jednym ze szczegółów bezpieczeństwa jest ochrona przed kradzieżą danych w rozszerzających się sieciach poprzez ukrywanie 
poufnych informacji za pomocą technik agentów do ukrytej transmisji. W rezultacie jest często używany do rozwiązywania problemów związanych z 
bezpieczeństwem danych. Badacze zastosowali sztuczną inteligencję i algorytmy oparte na agentach, aby pomóc zabezpieczyć ukrywanie 
informacji, ponieważ wybór idealnego obrazu okładki w celu ukrycia kluczowych informacji może być trudny. W tym artykule przeanalizowano 
strategię opartą na agentach i jej zastosowanie w różnych trybach informacji o bezpieczeństwie. W tym artykule omówiono również kilka ważnych 
problemów związanych z tworzeniem innych typów agentów, takich jak podstawowe agenty refleksyjne, agenty refleksyjne oparte na modelach, 
agenty oparte na celach, agenty oparte na użyteczności i agenty uczące się. Artykuł ten kończy się przeglądem literatury dotyczącej agentowych 
metod uzyskiwania informacji o bezpieczeństwie. Ogólnym wnioskiem z naszych badań jest to, że techniki oparte na agentach wydają się 
szczególnie pasować do tego obszaru, chociaż musi to jeszcze zostać potwierdzone przez szerzej stosowane systemy. (Przegląd technik 
informacji o bezpieczeństwie dla podejść agentów w sieciach) 
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Introduction 

Because of the development of the Internet and 
communication technology, it has become important to 
consider data security as one of the important elements in 
our daily lives as is the privacy of the individual. Many 
applications need information security, and for these 
reasons, improving agent algorithms that rely on 
steganography is an urgent need [9], [17]. The proposed 
method depends on increasing the imperceptibility of the 
image and hiding the data in it by way of alternating bits of 
the LSB. As well as using two artificial intelligence 
algorithms to choose the appropriate image cover. 

The problems related to the security and concealment of 
information have recently received great attention, espe-
cially in images, which are one of the most widely used 
media today. In applications that depend on images, it has 
attracted researchers to develop data security through it, 
and it has become a wide field for studies in this scope, 
which is the security and hiding of information in images [1], 
[2].  

Hiding data is one of the ways to maintain its security, 
which is one of the basics of the term steganography. The 
method of choosing the cover of the image in order to hide 
the data inside it depends on artificial intelligence 
algorithms as it is in the software agent [3], There are many 
methods to embedding secret data and techniques that take 
many dimensions in terms of the type of method, which are 
mainly divided into Frequency Domain and Spatial Domain. 
One of the most important method is the LSB [4]. Using 
LSB bits in different ways in terms of location, and this 
method is used to increase imperceptibility during 
transmission, as is the case in the proposed method. In 
addition to linking the method with one of the artificial 
intelligence algorithms to choose the best image cover for 
the addition [5]. 

Addition to that, selecting an appropriate cover image to 

conceal a specific secret message is crucial for the security 
of the stego-image [6]. In the past decade, a vast amount of 
research has been conducted on information hiding, but 
very few studies have investigated the use of agent 
approaches and AI algorithms to improve steganography 
results [4], [5]. 
 
Agent Software 

Agent software is a piece of software that functions as 
an agent for a user or another program, working 
autonomously and continuously in a particular environment 
[7]. The development of software systems basically begins 
with two activities, the first is the analysis of software 
requirements and the second is the approved design of 
these software. The analysis phase of the requirements 
includes understanding the problem and then reducing the 
possibility of errors resulting from those requirements, 
which may be ambiguous and incomplete. Requirements 
analysis is one of the main requirements of any software 
which is a contract between software designers and users 
[8]. It is done in the form of requirements and a logical 
analysis of all work and its development to suit the 
beneficiary, as work is like a contract between the 
programmer and the designer. 

Despite the use of traditional methods in Artificial 
Intelligent (AI), in the analysis and design of complex 
programs, there is still a challenge in which of these 
programs is appropriate and which one should be relied 
upon [9]. This is what a specialized analysis of the problem 
does, depending on the characteristics of the system to be 
implemented. The software agent has the ability to deduce 
the appropriate solutions and choose any of the solutions 
that will be the best solutions in the future from among more 
than one way. traditional methods can be used efficiently in 
systems that do not need to analyze data at the beginning 
or predict the future for a particular solution [10]. Many 
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programs can use a software agent, but a logical analysis of 
the problem is required in advance and the best result we 
need is to have an idea of it. The increasing use of the 
Internet in all areas, which is the backbone of all associated 
devices, has made peripheral systems very complex and of 
unlimited size. The unlimited number of users in a particular 
system increases the complexity of the program and the 
independence of each user must be preserved and each 
user is dealt with reliably.  

Software agents have some special characteristics, for 
example, autonomy, that is, exclusivity of special output, 
adaptation, and building a suitable environment for its work, 
which is one of the basics in artificial intelligence systems 
[11]. As with the concept of computing, it includes 
ubiquitous activities and users connected to the Internet, 
which provides a concept for modeling complex systems, 
and many articles about software agent presented in 
literature and solutions in complex programs [12], [13]. 

The Fate Agent Technique has received a lot of 
attention nowadays. Therefore, industries have developed 
this interest in using technology and become more efficient. 
Despite the advances in this field from many aspects such 
as agent developers, languages, and agent-based 
applications, only a few were intended to define the 
architecture that is concerned with the design and 
development of applications that use a software agent. One 
of the most important roles of the agent is software to help 
develop applications that depend primarily on it. The 
methodologies support this development as in [14]. 

In the field of our research, there are three main related 
areas of work, first working on the modeling used in 
previous research of the agent system, working and 
developing systems that are entirely based on the agent, 
and finally making use of the previous systems of the agent 
in building an integrated model based on the agent 
software. 

There are several definitions by which a software agent 
can be known, and from these definitions it can be said that 
it is an integrated entity with characteristics, including [3], 
[15]: 
 The work environment should be a homogeneous one. 
 The ability of the system to interact with other systems 
or other agents. 
 There is always a specific goal. 
 The ability to determine the variables of the surrounding 
environment. 
 It is part of the working environment. 
 It contains skill in providing the services entrusted to it. 

According to previous studies [16] there are important 
characteristics such as independence, reactivity, social 
ability, and proactivity. They represent programs that have 
the authority to make decisions in the performance of tasks. 
There are several definitions by which a software agent can 
be known, and from these definitions it can be said that it is 
an integrated entity with characteristics, including: 
 The work environment should be a homogeneous one. 
 The ability of the system to interact with other systems 
or other agents. 
 There is always a specific goal. 
 The ability to determine the variables of the surrounding 
environment. 
 It is part of the working environment. 
 It contains skill in providing the services entrusted to it. 

According to previous studies, there are important 
characteristics such as independence, reactivity, social 
ability, and proactivity. They represent programs that have 
the authority to make decisions in the performance of tasks. 

Agent as a term can be "agent-based computing", 
"multi-factor system" or "agent-based system". It is very 
widely used in information technology because it is used to 
describe a wide range of computations. These entities 
range from simple systems to complex expert systems, and 
from simple systems, for example (Microsoft’s TIP 
WIZARD) that work to provide advice to beneficiaries or 
desktop agents who work on email administrations and 
others, either to expert and interoperable systems or large 
databases that need complex processing. Like (EXCEL 5) 
therefore there are three levels of software agent, namely 
the simple level and agents (ARCHON) which works directly 
without complexity according to specific rules and is of a 
high-level task and finally the last level which works to 
predict and anticipate the result in order to avoid future 
errors.as shown in Fig.1. 

 
Fig.1: Agent system architecture [16] 

 
As is the diversity in the definition of a software agent, it 

is clear and important to first define the common 
characteristics between the agent systems and the systems 
whose developers worked on the agency feature [17]. As 
defined in our research field as an artificial intelligence 
classifier. The agent is an entity in itself that solves 
problems in a connected way, as in our research, or 
separately. There are some characteristics to software 
agent should consider as: 
 Autonomy: It is a characteristic that parents must be 
able to solve the majority of their own problems without 
outside interference. The agent must have a high degree of 
control over his activities and the internal state. 
 Social ability: It is the agent's ability to interact when 
needed. Dealing with different industrial factors and humans 
to complete complex solutions to problems and activities. 
This requires the software agent to have the ability to 
receive and deliver variables inside and outside the system. 
 Responsiveness: It is the agent's ability to perceive his 
environment, which could be the physical world, the user 
himself, the Internet, other agents, and so on. Immediate 
response to any change in the data or resulting from the 
duties of the agent. 
 Reactiveness: It is simply that the agent does not have 
to respond to his environment, but in the simplest form it 
must be able to show opportunistic behavior towards the 
target in demand and act accordingly. 
 
    Type of Agents 

Agents are classified into five classes according to the 
degree of intelligence and perceived abilities[18], [19]. The 
agent’s performance can be improved and its effectiveness 
increased over time, as follows: 
 Simple Reflex Agent 
 Model-based reflex agent 
 Goal-based agents 
 Utility-based agent 
 Learning agent 
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A. Simple Reflex 
Simple reflexes are usually simple and of a simple 

practical nature. The software agent makes decisions 
based on existing perceptions, i.e. current, while ignoring 
the history of perception. This type only succeeds in the 
environment fully monitored by the user, and this type of 
software agent does not care about the cognitive history at 
work and has nothing to do with decision-making [18]. His 
work is based on a conditional basis for work, as he works 
in a situation, and he is assigned an order from the 
beneficiary, and one of his problems is that the process of 
intelligence in it is limited and does not work only according 
to the current data and does not care about the outputs and 
does not adapt to the work environment. As shown in Fig.2. 

 

 
 

Fig.2: Simple Reflex Agent illustration [18] 

 
B. Model-based reflex agent 

The agent here relies on a particular business model 
that can be partially monitored and the business situation 
tracked as well. It has two main factors: the model, which 
means knowing how things happen and the program works 
according to the algorithm given, so it is called the model-
based agent, and the second factor is the internal state, and 
it is a representation of the current state of the program 
state, which depends on the history of perception. This 
species possesses knowledge about the whole system so 
that when building such a model it must be fed with the 
evolutionary machinery and how it is affected by the 
remaining agents [20]. As shown in Fig.3. 

 
Fig.3: Model-based reflex agent [20] 

 
C. Goal-based agents 

The amount of knowledge of the current business 
environment is not always sufficient to make the appropriate 
decision by the agent and what to do. It is important for the 
agent to know in advance the purpose for which it was 
established. Through this goal, the agent's capabilities and 
capabilities in correct estimation of different environments 
are expanded [20]. To be able to get the target, preliminary 
decisions must be made about the agent's guessing 
algorithm. In order to achieve the desired goal of the agent, 
it performs a set of procedures in a sequential manner in 
terms of priorities, and then decides whether achieving the 
goal is possible or not. Research and anticipation scenarios 

make the agent proactive in making decisions. As shown in 
Fig.4. 

 
Fig.4: Goal-based agents [20] 

 

D. Utility-based agent 
In this type, he takes care of the main goal through 

which he sets the work strategy to reach the goal. The 
measure of success depends on the extent to which the 
goals are achieved and works on the benefit derived from 
the data and considers it the best way to achieve the goal 
[19]. This utility-based type is only effective when 
alternatives are available, so the process of selecting an 
agent for a particular system is rather difficult. The function 
of the tool helps to achieve the actual resulting change into 
the form of real numbers in order to know the efficiency of 
the agent in question. As shown in Fig.5. 

 

 
Fig.5: Utility-based agent [19] 

 
E. Learning agent 

Learning the agent using artificial intelligence, which is 
the agent who learns from its previous experiences, where 
it is built on the basis of retrieving the initial results as inputs 
in order to determine the correct paths in the work. Building 
knowledge through the mechanism of trial and error is one 
of the most important methods of artificial intelligence, 
which allows the possibility of managing the machine by 
itself without human intervention in order to achieve results. 
There are four concepts that make up the education-based 
agent [21]: 
 The learning element: Its responsibility is to make 
improvements in this area. 
 Critic: It is the one who determines the ingenuity of the 
system and is responsible for the performance according to 
certain criteria used for measurement. 
 The performance element: It is responsible for the 
external procedure and the selection of the appropriate 
action. 
 Problem generator: It defines new procedures in the 
work in proportion to the volume of work, which is 
determined by the amount of information useful in tracking 
the chain of operations. 
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From here we know that software agents are able to 
learn, analyze and check performance, in addition to the 
possibility of storing past experiences in the work stages.as 
shown in Fig.6. 

 
Fig.6: Learning agent strategy [21] 

 
Agent in AI 

Artificial intelligence is defined as the ability to study the 
rational factor in the machine and its relation to its 
environment. The software agent can sense the 
surrounding environment through sensors attached to it, 
which transmit information into the system. The intelligent 
system can have multiple characteristics, such as 
rationality, knowledge, belief, and intention for a specific 
action, and so on [22]. 

A software agent is designed on the basis of perceiving 
the work environment through the hardware and software 
that connects to it and acting rationally through the work 
engines. The software agent acts as the act of perceiving, 
thinking, and acting upon it. In general, the agent is as 
follows: 
 Human Agent: It is the human being and the senses 
associated with him about his environment. And it has the 
ability to act by its physical components, as it is considered 
a machine for entering and exiting the processed data. 
 Automated Agent: It is a mechanism that contains 
entrances and exits such as cameras, sensors, and 
radiological devices, and it is processed on the basis of the 
information entered and gives an instant reaction to that. 
 Software Agent: It is programs and algorithms that are 
written in the form of input steps from the keyboard and the 
outputs are on the screen. 

The environment around us is full of influences and 
agents of all kinds, such as people, machines, and 
intelligent algorithms. 

There are three main factors effects the agent in term of 
software as: 
 Sensors: It is a device that detects changes in the 
environment, whether physical or digital, and sends 
information to other devices or other stages of the program. 
The agent monitors the environment through it. 
 Actuators: They are those that convert energy from one 
form to another, or transfer programs from one work to 
another according to the reaction. It shall be responsible for 
controlling the work of the agent. It can be automatic or 
logical to change the direction of work. 
 Effectors: Are they responsible for the reaction with the 
impact on the environment? It can be changing an action, 
stopping it, its speed, or the accuracy of the result. As 
shown in Fig.7. 

 
Related Work 

The creation of programs that can attach information to 
binary image files is discussed by Lu et al. (2018) [23]. In 
order to create stego images, a variety of techniques, 

including local structural characteristics, global statistical 
features, and flipping position optimization, are applied. This 
is done in order to lessen the amount of distortion that 
happens in stego photos, which is notably visible when they 
are embedded in binary images. The effect may be seen 
most clearly when they are placed in binary images. When 
doing this test, there is a considerable decrease in the 
amount of distortion that occurs. 

 

 
Fig.7: How agent effect by environment [22] 
 

It is conceivable to apply watermarks to a spatial domain 
by authors Ghadi et al. (2018) [24], this technique lays an 
emphasis on examining word textures and establishing 
relationships between distinct words. The writers propose 
hiding up the watermark by putting it in portions of the cover 
image that have a lot of texture. Because of this, 
embedding will become more stable and will be much 
simpler to disguise. Following the selection of four image 
characteristics by a grayscale histogram, the apriori 
technique is utilized to build the rules that connect the 
distinct image features. 

In the prior study by Evsutin and Kokurina. (2018) [25], 
information in the DFT phase spectrum is 
steganographically buried using different ways. In order to 
ensure that the information will be recovered without any 
errors, the authors propose that the embedding procedure 
be carried out in steps. In order to achieve this, data is 
gathered during the embedding phase and then analyzed 
for mistakes that need to be repaired by re-embedding the 
phase value block that has already been modified. This is 
done so that the intended effect may be reached. 

A hybrid strategy for embedding watermarks is detailed 
in the research work that has the Authors Cherifi and El. 
(2018) [26] and is available online. In the discrete cosine 
transform (DCT), the watermark may be observed in the 
center band, which corresponds to the DFT magnitude. The 
authors claim that combining DFT and DCT enhances 
invisibility and resilience as a consequence of the 
combination of DFT and DCT. The watermark is first 
encrypted using the Arnold transform, and then, in order to 
increase the watermark's degree of security, its bits are 
swapped with portions of a "pseudo-random sequence." 

Additionally, quantum image processing is studied in the 
work (El-latif et al. (2018) [27]. This article discusses many 
ways for embedding information for the purposes of digital 
steganography and digital watermarking. Next the 
expansion of the concealed image created by the 
steganographic approach, the next step is to encrypt it. In 
the process of watermark embedding, the Arnold's cat map 
is used to conceal the meaning of the expanded watermark 
image, making it more difficult to understand. Information is 
concealed in a cover image by employing XORing, the least 
significant qubits, and the most significant qubits. 

The Authors Hou et al. (2018) [28] shows how to 
conceal data in compressed JPEG images by utilizing 
reversible steganography. This approach is distinct from the 
typical way of computing DCT coefficients, which eventually 
results in the inserted cover image having less distortion. 
Along with the actual message itself, the length of the 
message as well as the coefficients that were used to 



216                                                                               PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 99 NR 6/2023 

embed the message are buried inside the image so that 
reversibility may be preserved. 

According to the authors of Puteaux et al. (2018) [29], 
the optimum approach of embedding information is one that 
is based on the most important bit (MSB) (MSB). There are 
two distinct plans that may be executed within the 
boundaries of this technique. The first technique is a high-
capacity data-hiding solution that is reversible and 
incorporates prediction error correction. It is also capable of 
storing a substantial quantity of data and recovering images 
to a condition that is pretty comparable to the originals. On 
the other side, you will not have access to the complete 
original information. The second approach, high-capacity 
reversible data hiding with built-in prediction errors, is 
similarly entirely reversible; however, its capacity is 
substantially restricted due to the employment of a location 
map. This technique also has the additional advantage of 
incorporating prediction faults. 

Refer to the authors Qin et al. (2018) [30] source for 
further information on the spatial embedding procedure that 
is utilized in encrypted images. If you wish to employ this 
method, you will also need to be acquainted with the embed 
key and the encryption key in order to get all of the data and 
the initial image in its original form. It is necessary to delete 
the fixed additional information blocks that appear before 
the primary payload in order to acquire access to the data 
and retrieve the cover image. 

The application of resilient watermarking in a spatial 
domain is illustrated further by authors Su et al. (2019) [31], 
which presents an example of this. The capacity of the 
proposed system to calculate the current (DC) coefficient of 
the embedded discrete Fourier transform is a property that 
sets it apart from previous systems (DFTdirect) (DFTdirect). 
One other aspect that sets the proposed technique different 
from others is that it calculates the DC-coefficient in the 
spatial domain without employing true 2D-DFT. 

This approach, which has witnessed increased levels of 
application throughout the previous few years, is illustrated 
by the author Zhou, Luo and Liu. (2019) [32], describes a 
technique that employs LSB as its base for digitally 
watermarking color quantum images. The process of 
embedding may be made more secure by making use of 
the gray code transform. 

With the use of the authors Biswas and Kumar. (2019) 
[33], it is possible to conceal information in color 
photographs. Data is stored in the DCT coefficients by 
employing the LSB technique of data storage. In this 
specific scenario, the RGB plane of the image is pre-
processed so that random pixels may be implanted at a 
later time. The approach is robust to major attacks and 
performs well when compared to benchmark tools for 
decoding steganography. This is owing to the fact that 
pixels are taken at random in the procedure. When a GA is 
utilized, embedding has the potential to become more 
secure and more difficult to detect. 

The authors of the publication Chuang et al. (2019) [34] 
describe a reversible technique for hiding data in the color 
indices of a digital image, using this artwork as an example. 
It's feasible that this method may serve as an example. 
Each index fits into one of these three classes according to 
the method in which it interacts with its surrounding 
environment. There are two main kinds of indices that may 
be used to keep sensitive information, and which one is 
utilized will depend on how much space is required to 
contain the information. 

Another example of reversible JPEG image embedding 
can be found by authors Di et al. (2019) [35],  which can be 
viewed here. In this specific circumstance, the authors claim 
that employing zero DCT coefficients all throughout the 

embedding process will result in better embedding capacity. 
There are some who suggest that the only embedding zero 
coefficients that should be selected are the optimal ones. 
This would prevent the JPEG file size from rising while 
keeping the amazing quality of the photo. 

An additional strategy for integrating image encryption 
with steganography is explored by the authors Liu and Pun. 
(2019) [36], which may be accessed here. When an image 
is encrypted, it leads in the development of two additional 
data blocks. This block has been condensed for your 
convenience. A single sequence is formed by merging the 
message with any additional data that was recovered from 
the encrypted image. Only the encryption key is needed to 
complete either the embedding or the encryption process. 

Within the framework of the authors effort Ren, Lu and 
Chen. (2019) [37], binary image blocks are separated into 
similar and distinct sections. This is done in order to permit 
the insertion of extra information to photos that have been 
encrypted. After that, a type image is formed, in which black 
pixels indicate areas that are unique from one another and 
white pixels represent spots that are identical. The image 
will first have a type image applied to it before it is 
encrypted. This makes it a great lot simpler to discover the 
image in its original form. 

Only binary photographs are deemed to be digital 
watermarks that need to be applied to other images by the 
authors of  Yao et al. (2019) [38]. The hiding areas for data 
are selected so that they are less noticeable by applying a 
model that accounts for how the human eye interprets 
information. With the use of encryption and embedded 
keys, the digital watermark may be totally removed, 
enabling the original image to be reconstructed. 

The authors of Xiong and Xu. (2019) [39] provide 
instructions on how to apply minuscule watermarks that 
enable users to detect and correct modifications made to 
photos. Even after the image has been modified, these 
watermarks will still be visible in the image. The process of 
establishing a digital watermark results in the generation of 
bit sequences, and these bit sequences have the potential 
to be employed for restoration purposes in the future. K-
means clustering is a technique that may be used to rapidly 
reconstruct photographs that have been damaged or 
altered. 

Ma and Wang. (2019) [40], used the necessary bit 
planes of high-frequency coefficients employed in the 
building of maps. In addition, sensitive data and position 
maps are adjusted in such a manner that only the most 
significant high-frequency wavelet coefficients are 
employed. This may be done without any information being 
lost in the process. Even if both the embed key and the 
encryption key are known, it will not be able to retrieve the 
original image in its entirety from the storage media in 
question. This is because the embed key is used in 
conjunction with the encryption key. If you have the 
encryption key, you will be able to see the photo; but, since 
the image contains embedded data, the image that you see 
will not be an exact copy of the one that was originally 
shown. IWT is used rather than other methods of frequency 
modulation because it retains information, which 
distinguishes it from those other methods and makes it 
preferable to use. IWT of encrypted photographs is another 
use for the technology stated by Xiong and Xu. (2019) [39], 
which is possible. 

The authors of  Liu et al. (2019) [41] express a similar 
concern over the confidentiality of the medical information 
of patients. Two distinct kinds of data make up the 
watermark: authenticity data, which is generated by hashing 
a logo, and integrity data, which contains information on 
detecting tampering, identifying the watermark, and 
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recovering it if it has been altered. The authenticity data is 
generated by hashing the logo, and the integrity data 
contains information on identifying the watermark. Hashing 
the logo results in the generation of the authenticity data, 
and the integrity data includes instructions on how to 
restore the watermark in the event that it has been 
corrupted in any way. The solution that has been presented 
stands out from others because it differentiates between 
regions of interest and areas that do not have any interest 
in the region where the watermark is generated, which 
results in an effective recovery function. This is what makes 
the solution stand out. Numerous methods, including as the 
Slantlet transform, recursive dither modulation, and SVD, 
are used in the process of adding a watermark to a medical 
image. These methods are among the many that are 
utilized. 

It was shown by Verma, Muttoo and Singh.(2020) [42] 
how to hide digital graphics or text by blending them in with 
the RGB pixels of a photograph. The phrase "embedding" 
refers to this kind of activity. In order for sensitive 
information to be embedded, it must first be converted into 
a sequence of numbers, each of which must only include 
two digits. One digit is encoded in one pixel by shifting the 
value of the pixel in the cover image to the next closest 
value depending on the least significant bit of the pixel and 
the message digit. This encoding method results in one digit 
being stored in one pixel. The encoding of one digit is 
achieved as a consequence of this operation. If you use this 
tactic, you may be able to conceal one of the numbers. 

Over the course of the past few years, there has been 
an upswing of interest surrounding the application of neural 
networks for the goal of concealing data in digital images. 
Neural networks, for instance, are utilized in the process of 
embedding and removing digital watermarks by Emami. 
(2020) [43]. In addition, embedding may be done in the 
domain of a great many distinct frequency transformations. 
Because of this, the recommended system has the needed 
degree of flexibility. 

Sahu and Swain, (2020) [44] shows how they conceal 
data using steganography in the pixels that are regarded to 
be of the least relevance. The embedding process may be 
split down into two independent components. In the first 
step of the process, two bits of information are written into 
each pixel of the image. After that, a pair of intermediate 
pixels are generated by joining two of the altered pixels into 
a single pixel. In the second step, you may achieve a high 
capacity for embedding by employing a pair of intermediate 
pixels to make two unique pairs of identical pixels and to 
conceal four extra hidden bits. This will help you to acquire 
a high capacity for embedding. In order to achieve this, the 
concealed components are veiled as counterparts that look 
to be identical. 

The outcomes of study by Li et al. (2020) [45] suggest 
that reversible steganographic embedding has the potential 
to be made more secure and difficult to detect. As a direct 
outcome of their study, the authors have proposed a 
technique for the reversible concealment of data that is 
based on the difference value and retains statistical 
features. There are three similar stego photos that are 
constructed in order to obscure the message that is 
contained in the primary image by Xie. (2020) [46]. This is 
one of the distinctive aspects of the approach that sets it 
different from others. The embedding procedure takes use 
of the order of pixel values as well as the shifting of the 
prediction error histogram. Both of these things are 
important for the procedure. 

The technique of steganography generally makes use of 
approaches and strategies for reversible embedding. On 
the other hand, there are occasions when we speak about 

digital watermarks that have the capacity to be added or 
removed. For instance, the authors Das et al. (2020)  [47],  
illustrates how to develop an updated reversible contrast 
mapping technique for the aim of reversible invisible 
watermarking. The image includes a very faint watermark 
that is embedded into its spatial domain. 

Huang and Wang. (2020) [48] explains how to inject 
data into the vacant area around encrypted photos. When 
data is stored in particular pixels, the bits that are most 
important to the information are all set to zero. It is needed 
to establish which pixels in the image were changed in 
order to restore the image to its original condition. A 
location map is first compressed with the help of a 
mathematical process; after which it is joined to the 
encrypted message that is contained in the cover image. 

The approach described by Chang. (2020) [49] is 
similar. It achieves this by utilizing a median-edge detector 
that can forecast where the image's pixels will be 
positioned. When the prediction error is smaller than a 
predefined threshold, the pixels in question are embedded. 
In addition to this, it is vital to have a comprehension of the 
label map, which is produced before the message is 
implanted. It is included in the image along with the 
message, and Huffman coding is employed in order to 
decrease the size of the image. 

The embedding system that is provided by Chen. (2020) 
[50] is supported by homomorphism as well as matrix 
embedding. The Golay algorithm is utilized in the 
implementation of the matrix embedding decision. The 
majority of encrypted digital photos contain the 
geographical coordinates of the photograph's site of origin. 
On the other hand, a second line of inquiry recommends 
adding data to the frequency domain of an encrypted 
image. 

The approach of applying a technique of weak 
watermarking is proposed in the study by Molina-Garcia et 
al. (2020) [51] as a means to identify and reverse 
modifications that have been made to color images. This 
method may be used to detect and undo the changes that 
have been done. By utilizing the data from the cover image, 
a digital watermark can be created. After that, the digital 
watermark is disassembled into its component watermarks 
so that each of those watermarks may be independently 
retrieved and authenticated. In order to generate the 
recovery watermark, a half-toning technique and a block-
based approach are used as the two primary approaches. 
After that, the XOR technique is utilized so that an 
authenticating watermark may be created. After that, the 
watermarks are appended to the LSB pixels in order to 
make it possible for those pixels to be used in the process 
of validating the image and determining whether or not any 
modifications have been done.  

The work presents a technique for the protection of data 
that takes use of watermarking in both its visible and its 
undetectable forms by Cedillo-hernandez et al. (2020) [52]. 
The information gathered about the patient is used as a 
factor in the generation of a covert watermark, which is then 
appended to a medical image. The coding for the zero-
watermark is kept safe at all times since it is kept in a 
separate location from both the image and the invisible 
watermark. In order to extract the feature pattern, the 
presently active image is used. This pattern is then put 
through an XOR operation so that the authentication 
process may be brought to a successful finish. 
Conclusion 

This paper aims to conduct a thorough evaluation of the 
literature on agent-based steganography systems. Many 
academics and professionals in the sector would benefit 
from this, particularly in realizing how costly and time-
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consuming choosing the ideal cover picture is. This paper 
provided comprehensive details on choosing cover pictures 
in relation to agent strategies and AI contributions. 
Assessing various articles that detail the benefits, 
challenges, and suggestions related to agent-based 
steganography and identifying distinct gaps. The retrieved 
data demonstrated that the algorithms effectively achieve 
the three primary aims of information concealment: 
invisibility, payload capacity, and robustness. It is believed 
that the system theoretically benefits from extremely exact 
data extraction and the ability to thwart the identification of 
image steganalysis techniques, producing payloads of 
higher quality and more excellent stability. In order to 
integrate agent techniques with cover image selection and 
evaluate the methods using efficiency matrices, this study 
recommended building a new framework that can handle 
the methodology. 
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