A Review on Research Trends in using Cuckoo Search Algorithm: Applications and Open Research Challenges

Abstract. This paper provides an exclusive understanding of the Cuckoo Search Algorithm (CSA) using a comprehensive review for various optimization problems. CSA is a swarm-based nature inspired, intelligent and metaheuristic approach, which is used to solve complex, single or multi objective optimization problems to provide better solutions with maximum or minimum parameters. It was developed in 2009 by Yang and Deb to emulate the breeding behaviour of cuckoos. Since CSA provides promising solutions to solve real world optimization problems, in recent years there have been introduced several new modified and hybridized CSAs using for different applications. In this regard this article provides a comprehensive survey including recent trends, modifications, open research challenges, applications, and related taxonomies for various optimization problems. The literature of this reviewed paper belongs to the domains of engineering, optimization, and pattern recognition. The aim of this review paper is to provide a detailed overview regarding CSA for possible future directions using the recent contributions.

Introduction

In recent years, the nature inspired metaheuristic algorithms are active in literature to solve different problems including optimization and computational intelligence because of the conventional methods were based on complex numerical solutions [1-3]. For most real-world optimization problems, resource utilization, time consumption, efficiency, global optimization, and optimal solutions are the major requirements. Furthermore, it is quite difficult to find the best optimal solution for various engineering and related applications, such as artificial intelligence (AI), machine learning (ML), and data mining (DM) [4-6]. Subsequently, most of the heuristic algorithms were based on trial-and-error strategies to find best optima, while other methods include selection and previous information for search process. However, optimality is the major concern, which needs to be reachable [7, 8].

In the last decades, there are many metaheuristic algorithms have been applied to different optimization problems [9-15] and one of them is Cuckoo Search Algorithm (CSA). CSA is an efficient nature inspired metaheuristic and evolutionary algorithm (EA), which is proposed by Xin-She Yang and Suash Deb in 2009 [12] inspired by cuckoos’ reproduction strategy. Cuckoos are bird species that are being mimicked by CSA specifically in their eggs laying behaviour. Cuckoos lay their ages in the host or other species nest in order to sustain. The phenomena of natural imitation consist of certain rules and randomness occurred in EAs, such as Differential Evolution (DE) [16], Evolutionary Algorithm (EA) [17] and Genetic Algorithm (GA) [18], algorithms using animal behaviour includes Ant Colony Algorithm (ACA) [19], Tabu Search Algorithm (TBA) [20] and Particle Swarm Optimization (PSO) [21], similarly the imitation process of physical annealing in Simulated Annealing (SA) [22].

Though, CSA provides far better optimal solutions as compared to certain other swarm intelligence (SI) algorithms [23]. This paper provides state of the art review of CSA including all the recent trends, applications, challenges, and future directions. This paper helps the researcher to gain a detailed overview regarding CSA.

Standard Cuckoo Search Algorithm

CSA has gained the researchers’ attentions because of its promising results, which provides better optimal solutions for real world applications and facing optimization problems [8, 24, 25]. The behaviour of standard CSA as shown in Fig. 1 can be described using following rules. First, cuckoos in the algorithm can lay one egg at a time and then this egg should be placed in a randomly selected nest. Second, only those nests can carry cuckoos’ next generation, which contains high quality of eggs.

Third, there are fixed number of host nests available and the worst-case probability of egg discovery by host nest is \( P_h \in [0, 1] \) in this worst-case scenario the host bird can abandon the nest and reconstruct the new one or it can destroy the cuckoos’ discovered egg as in Algorithm 1.


begin

Objective function \( f(x), x = (x_1, x_2, x_3, ..., x_d)^T \)

Generate initial population of \( n \) host nests, \( X_i (i = 1, 2, 3, ..., n) \)

while \( t < \text{max generation or stopping criterion} \)

Get a cuckoo randomly by Lévy flights.

Evaluate its quality/fitness \( F_i \)

Choose a nest among \( n \) (say, \( j \)) randomly.

if \( F_i \leq F_j \)

Replace \( j \) by new solution.

end
end if
A fraction \((P_a)\) of worst nests are abandoned and new ones are reconstructed.
Keep the best solutions (or nests with quality solutions).
Rank the solutions and find the current best
end while
Postprocess results and visualization
end

Fig. 1. Flowchart of Standard Cuckoo Search Algorithm [20].

Standard Cuckoo Search Algorithm is based on parasitic brood behaviour of cuckoo species along flight mode, which represents step wise distribution using a heavy tail for random walk. This swarm-based metaheuristic behaviour of random walk imitates the real-life walking behaviour of fruit flies and birds such as Lévy flight. Moreover, CSA provides an efficient balance between the local exploitation and global exploration within the given search space problem area [26, 27]. Furthermore, the main strategy of swarm based CSA starts with \(n\) host nests, as an initial population. Initially the host nests will randomly attract towards cuckoos to lay eggs using Lévy flight. Afterwards, quality of the nests will be compared and evaluated with randomly chosen nests. In the best case scenario, the old host nest will be replaced with the new ones where cuckoos will lay their eggs in it. Alongside, there is a possibility of discovery, \(P_a \in (0, 1)\), where the host bird will build a new nest or abandon the old nest or throw out the discovered eggs of suspicious cuckoo in the current nest [27]. This host nest replacement process will be randomly done until a better solution (best host nest) is obtained[28].

\[
x_i^{t+1} = x_i^{t} + a \odot \text{Lévy}(\lambda)
\]

Subsequently, new solutions \(x_i^{t+1}\) such as a cuckoo \(i\), can be generated using the Lévy flight with the step size, \(a > 0\) that could be changed according to the problem and mostly \(a = 1\) [29]. The \(x_i^{t}\) shows the current solution and \(x_i^{t+1}\) represents the next solution achieved via a random walk. In Eq. 1, \(\odot\) is the entrywise multiplication product operator. In this case, the Lévy flight provides an efficient random walk for CSA to get the best exploration randomly and globally.

Research Method
An exploratory research method has been opted to provide an exclusive and comprehensive literature review using recent studies, which are based on a nature inspired, swarm intelligence (SI) algorithm called Cuckoo Search Algorithm (CSA).

Modified or Hybridized Variants of CSA
Modification and hybridization of the CSA are becoming popular among new researchers in postulating new directions to utilize the maximum benefits of CSA. Some recent modifications and hybridizations are provided in Table 1.

Chatterjee, S., et al. [31] proposed a modified Cuckoo Search Algorithm (MCSA) trained by Neural Network (NN) generating the NNMCSA to detect chronic kidney disease. Subsequently, global search strategy was used for optimal weights searching. This proposed NNMCSA method was compared with Particle Swarm Optimization-Neural Network (PSOONN) and Multilayer Perceptron Feed-Forward Network (MLPFFN) in order to ensure the efficiency of disease detection. The dataset was taken from the University of California Irvine (UCI) Machine Learning Repository. Furthermore, root mean squared error (RMSE) was minimized using the MCS algorithm, as it was involved during the overall NNs training process.

Chen, G., et al. [32] proposed a reliable and efficient hybrid approach using modified CSA along with Differential Evolutionary Algorithm (DEA) producing the MCSDEA in order to solve optimal reactive power dispatch (ORPD) problem. The proposed solution was experimented on three objectives including voltage deviation, voltage stability index...
and power loss. Additionally, IEEE 30-bus and IEEE 57 bus test power systems were used for examination.

Hybrid multiobjective CSA for many-objective optimization problems (MaOPs) was proposed by Cui, Z., et al. [33]. The reference point strategy and non-dominated sorting was employed to deal with MaOPs effectively, which ensured the relative diversity and convergence accordingly. However, the performances for the proposed experiments were verified using the benchmark sets including the test suite, such as ZDT, WFG and DTLZ test suites. As a result, this proposed study provided promising performance as compared to the previous related algorithms.

The authors [34] provided a modified CSA (MCSA), where a hybrid model for the prediction of molten steel temperature in ladle furnace was proposed. Alongside they developed an information interaction-enhanced CSA (IIECSA) to optimize the parameters of empirical part. This significantly improved search performance. Subsequently, the empirical part was trained indirectly with the readily available temperature measurements of molten steel. The drawbacks of this proposed solution were time consuming due to parameter tuning processes, extra parameters used, complexity increased. However, the overall improvement was needed in the selection strategy of the proposed algorithm for information providers in IIECSA.

Modified Fractional-Order Cuckoo Search Algorithm (MFOCSA) in [35] used the 18-UCI datasets including two datasets for the COVID-19 X-ray images for testing purposes. The authors provided an enhanced MFOCSA and four different heavy-tailed distributions in place of the Lévy flight to strengthen the algorithm performance during dealing with the COVID-19 multi-class classification optimization task. The strength of the paper shows an improved search performance. Subsequently, the empirical part was trained indirectly with the readily available temperature measurements of molten steel. The drawbacks of this proposed solution were time consuming due to parameter tuning processes, extra parameters used, complexity increased. However, the overall improvement was needed in the selection strategy of the proposed algorithm for information providers in IIECSA.

The hybridization of CSA and Particle Swarm Optimization (PSO) generating the CSPSOA was presented in [39]. This paper provided the solution for the optimization of continuous functions and engineering design problems and delivered better convergence rate and optimal solution, which solved continuous optimization problems. The population of the proposed CSPSOA was initialized by using the principle of Mutually Orthogonal Latin Squares (MOLS). Furthermore, a dynamic step size was employed in CSA instead of the original fixed constant. The proposed solution was only suitable for single objective (SO) optimization problems not for other search space problem.

The authors in [38] presented a MCSA using variation parameter and logistic map (VLMCSA), which dealt high and low dimension problems and provided balance the exploitation and exploration. Furthermore, the overall complexity was reduced. The proposed solution improved computational efficiency. The coefficient function was used to change step size, and detection probability, $P_x$. Moreover, logistic map was used in each dimension for host nest to initialize and update their locations beyond the boundary. However, the complexity level of the proposed algorithm was not provided.

The hybrid clustering method using CSA was proposed in [36] using 4-Twitter datasets. This ensured faster convergence and better optimum solution with Hybrid clustering, K-means and CSA (CSAK). The proposed solution had a better computational efficiency compared to other algorithms. This paper provided K-clusters using the K-means algorithm with K-cluster-heads to initialize the population of CSA.

The authors provided a hybrid Cuckoo Search Algorithm with Rough Sets (CSARS) in [37] using the UCI repository. The proposed solution provided an improved classification method with fast convergence and a reduced number of learning parameters. The Analysis of Variance (ANOVA) test was used then to check the accuracy level. The CSA was modified using rough sets, which computed the degree of dependency used for feature selection (FS). The value of the given parameter, $\alpha$ was modified to decrease with increasing the number of generations via the parallel technique in identifying the abandoned solutions. Subsequently, fourfold cross-validation (CV) was used for labelled training. Two learning algorithms, namely K-Nearest Neighbour (KNN) and Support Vector Machine (SVM) were used to the performance of the proposed CSARS. However, convergence curve was missing, which means it did not show saturated searching operation for optimal solutions.

The authors in [38] presented a MCSA using variation parameter and logistic map (VLMCSA), which dealt high and low dimension problems and provided balance the exploitation and exploration. Furthermore, the overall complexity was reduced. The proposed solution improved computational efficiency. The coefficient function was used to change step size, and detection probability, $P_x$. Moreover, logistic map was used in each dimension for host nest to initialize and update their locations beyond the boundary. However, the complexity level of the proposed algorithm was not provided.

The hybridization of CSA and Particle Swarm Optimization (PSO) generating the CSPSOA was presented in [39]. This paper provided the solution for the optimization of continuous functions and engineering design problems and delivered better convergence rate and optimal solution, which solved continuous optimization problems. The population of the proposed CSPSOA was initialized by using the principle of Mutually Orthogonal Latin Squares (MOLS). Furthermore, a dynamic step size was employed in CSA instead of the original fixed constant. The proposed solution was only suitable for single objective (SO) optimization problems not for other search space problem.

One popular metaheuristic known as Sine Cosine Algorithm (SCA) was modified using the Latin Hypercube Sampling (LHS) technique, which improved capability of identification of initial solution. Afterwards the modified SCA was hybridized along with the CSA producing the MSCCSA to get the optimal search of host nest in global domain [15]. However, the complexity level of the proposed algorithm was not provided.

The authors in [32] provided a modified CSA (MCSA) using 13 classification datasets. The proposed clustering model worked using clustering-based classification was efficient in colour histopathological image segmentation domain, fitness-based step size incorporated. Furthermore, Levy flight was used with Cauchy mutation, and fitness-based step size and the guidance of global best solution to facilitate the global search using exploration technique. Subsequently, circle topology structure was used for K-neighbourhood. However, the MCSA was found having the local trap problem.
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A modified CSA or MCSA [33] was proposed to solve economic dispatch problems for large scale systems. The MCSA had a balance between exploitation and exploration as well as better performance in terms of efficiency and robustness. Moreover, the proposed MCSA had a self-adaptive step size and some neighbour-study strategies to enhance search performance. This solution indicated an improved lambda iteration strategy used to generate new solutions, but the results suffered the local trap problem. Table 1 enlists the recent proposed modified and hybridized CSA along with strengths and weaknesses in solving various optimization problems.

### Conclusion

This review paper provides an exclusive and comprehensive summary using the recent literatures of the cuckoo search algorithm (CSA). This paper helps researchers to understand the recent trends, methods, and applications of CSA including the analysis for its robust performance. Although, CSA is an interesting and promising research, a detailed survey of literature was not provided before to compare the performance of improved or hybridized CS algorithm using different parameter settings since these measures govern the performance of CSA.
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