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3D lung segmentation of the CT series based on 2D Chan-Vese 
 
 

Abstract. This paper presents a new 3D segmentation algorithm for lung segmentation tasks on CT series. The algorithm consists of a 2D stage (for 
each slice) which is performed parallelly and 3D postprocessing after merging to 3D. The 2D stage consists of 2D preprocessing, Chan - Vese 
segmentation, and 2D postprocessing. This algorithm was tested on the set of 60 CT series containing labelled data enable to its assessment. The 
results of the algorithm are close to deep learning approaches. This algorithm will be an element of a commercial expert system for medical 
applications where some patient assessment will be necessary based on segmented human organs. 
 
Streszczenie. Ten artykuł prezentuje nowy algorytm segmentacji 3D do zadań segmentacji płuc na seriach z tomografii komputerowej. Ten algorytm 
składa się z etapu 2D (dla każdego przekroju) który jest wykonywany równolegle i post-processingu 3D po scaleniu wyników do 3D. Etap 2D składa 
się z pre-processingu 2D, segmentacji Chan – Vese I post-processingu 2D. Algorytm był przetestowany na zbiorze 60 serii obtazów z tomografii 
komputerowej zawierających zaetykietowane dane co umożliwiło jego ocenę. Wyniki algorytmu są przybliżonej dokładności do rozwiązań deep 
learning. Algorytm ten będzie elementem komercyjnego system ekspertowego do zastosowań medycznych, gdzie niezbędna będzie ocena pacienta 
bazując na segmentowanych organach człowieka. (Nowy algorytm segmentacji 3D płuc na seriach z tomografii komputerowej bazujący na 
Chan – Vese 2D) 
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Introduction 
The CT image segmentation tasks are handy in medical 

expert systems nowadays. Below presented lungs 
segmentation algorithm was created as a part of a medical 
expert system needing lungs volume calculation for the 
patient based on CT DICOM images. Many segmentation 
algorithms can be used in medical imaging. One of the most 
popular algorithms used in medical image segmentation is 
the active contour algorithm [1]. The other image 
segmentation algorithms are also helpful: level set algorithm 
[2], [3], random walker algorithm [5] and others. 

In the paper, [4] the segmentation of lungs in X-ray 
image using a level set method is presented. In the MatLab 
tutorial [7], the lungs segmentation using Chan - Vese 3D 
algorithm is presented. Some elements of the 
preprocessing stage in the created lungs segmentation 
algorithm are similar 

Nowadays, the best accuracy algorithms use deep 
learning segmentation [9], but as shown in this paper, using 
traditional image segmentation algorithms, we can achieve 
similar accuracy. During the creation of the CT 
segmentation algorithm, a special kind of active contour 
algorithm but without edges: the Chan - Vese algorithm [6] 
was used. The medical image segmentation algorithms 
could be assessed and compared to each other using many 
measures [11] as DICE, Jaccard, sensitivity, specificity, 
fallout, FNR, precision, FMS, accuracy measures but the 
most commonly used measure to compare the medical 
image segmentation algorithm is a DICE coefficient.  

Chan – Vese algorithm 
There are many methods for solving numerial problems 

[14-23]. The Chan - Vese algorithm [6] is a kind of active 
contour algorithm [1] but without edges. This algorithm uses 
a new active contours model to detect objects in a given 
image based on: curve evolution, Mumford-Shah functional 
model for segmentation and level sets [2]. 

Created CT image segmentation algorithm 
A. Preprocessing in 2D 

The images from CT scans are at the beginning 
converted to Hounsfield Units (HU). The original voxels 

from the DICOM series are converted to HU using the 
following formula: 

(1) 𝑉ு௎ ൌ 𝑉 ∗ 𝑚 ൅ 𝑏 

where m is RescaleSlope tag and b is RescaleIntercept tag 
read from DICOM file. 

The Hounsfield Units must have comparable voxel 
values for the same human tissues for multiple DICOM 
series. After reading of series with HU conversion, the 
proper 2D preprocessing could be performed for each slice. 
It consists of the following steps: 
1) Voxels conversion in order to improve contrast in an 

image by the following thresholding: 

(2) 𝜈ሺ𝑥, 𝑦ሻ′ ൌ ൜
𝜈ሺ𝑥, 𝑦ሻ, 𝑖𝑓 𝜈ሺ𝑥, 𝑦ሻ ൒ 𝐶௧௛  
𝐶௧௛,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

where 𝜈 and 𝜈’ are old and new voxels values and 𝐶௧௛ is the 
contrast threshold. The 𝐶௧௛ threshold has another value for 
male and female patients where the sex of the patient is 
extracted from the DICOM file. This converted slice will be 
used as the first input to the Chan - Vese algorithm 
2) Creation of initial binary image of lungs (second input 

to Chan - Vese algorithm) 
a. Simple thresholding in order to obtain human 

tissues (not containing area inside lungs and air 
outside the body): 

(3) 𝐵ሺ𝑥, 𝑦ሻ ൌ ൜
1, 𝑖𝑓 𝜈ሺ𝑥, 𝑦ሻ ൐ 𝑆௧௛ 
2, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

b. Inversion of all voxels in the binary image: 
𝐵ሺ𝑥, 𝑦ሻ௜௡௩ ൌ 1 െ  𝐵ሺ𝑥, 𝑦ሻ 

c. Finally generation of a mask by the binary erosion 
calculation on the binary image from the previous 
step:  

(4) 𝐵௠௔௦௞ ൌ 𝐵௜௡௩ ⊖ 𝑆௘ 

where E is the binary erosion operation, and Se is 
the 2D structural element in disk shape and radius 
equal 3  
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B. Proper Chan – Vese segmentation  
After the 2D preprocessing stage for the current 

processed stage, the proper Chan - Vese segmentation 
stage is performed. The used Chan - Vese algorithm 
implementation comes from the scikit - image Python 
library. The algorithm settings were tuned after multiple 
tuning stages, and except for the converted image and 
binary  mask,  the other  parameters have values as in 
Table I. 

 
Table I. Chan – Vese algorithm settings 

id parameter value 
1 µ 0.25 
2 𝜆ଵ 1.0 
3 𝜆ଶ 1.0 
4 tol 0.005 
5 𝑚𝑎𝑥௜௧ 100 
6 𝛿௧ 0.2 
7 𝑒𝑥𝑡௢௨௧ false 

2D postprocessing after segmentation 
Directly after segmentation, there is a 2D postprocessing 
stage. This postprocessing stage consist of 2 substages: 
1) Background objects removal from binary Chan - Vese 

output. During this substage, the objects in the binary 
image (Chan - Vese output) are labelled, and after 
collection, the objects labels near the image borders 
these objects are removed from the image. It is done 
because Chan - Vese is sometimes wrong, and other 
human tissues surround lungs, so there are not 
connected with the border. 

2) If the result is still wrong (the result object is more than 
5 times bigger than the binary mask object), the empty 
image is returned. 

3) Binary closing operation of binary image from previous 
step: 

(5) 𝐵௢௨௧ ൌ 𝐵௣௥௘௩ ⦁ 𝑆௘ 

where 𝐵௢௨௧ is the final result of the algorithm for one 
slice, 𝐵௣௥௘௩ is the binary result from the previous stage 
and 𝑆௘ is a structural element with disk shape kernel 
and different kernel rays for male and female patients. 

C. Final 3D postprocessing 
After processing of images for all slices (this operation is 

performed parallelly) and joining the images into one 3D 
binary image, the final 3D postprocessing stage is 
performed. 
The final 3D postprocessing algorithm has the following 
form: 
1) Creation of a 3D binary image from particular binary 

results for each slice 
2) Calculation of mass centre (mc) of all 3D binary 

objects (lungs with noise) and checking the shift of 
mass centre in the x-axis: 

(6) |256 െ  𝑚𝑐௫| ൐ 𝑆ℎ௧ 

If the shift is greater than the shift threshold (𝑆ℎ௧) then 
there is detected that one lung is almost completely 
removed and the 𝑆𝑧௧ threshold for the next step should 
be smaller; otherwise, it should be more extensive. 

3) Delete objects not connected with lungs (which have a 
size smaller than the 𝑆𝑧௧ threshold designated in the 
previous step) 

4) Trachea removement (this algorithm will be explained 
separately) 

5) Binary erosion performed on 3D binary image B3Dtr 
obtained in the previous step (after trachea 
movement) 

(7) 𝐵3𝐷௘ ൌ 𝐵3𝐷௧௥ ⊖ 𝑆௘ଷ஽ 

where 𝑆௘ଷ஽ is a 3D structural element in the shape of a 
ball with a radius equal 2 

6) Very small objects in each slice movement (in order to 
finally disconnect objects) - for each slice, the small 
objects (which has size lower than 𝑆𝑧௧ଶ) voxels are 
removed. 

7) Removement of objects not connected with lungs 
(which have a size smaller than 𝑆𝑧௧ threshold 
designated in the first step) once again obtaining 
𝐵3𝐷௥ image 

8) Binary dilation: 

(8) 𝐵3𝐷ௗ ൌ 𝐵3𝐷௥⨁𝑆௘ଷ஽ 

9) Binary closing: 

(9) 𝐵3𝐷௖ ൌ 𝐵3𝐷ௗ ⦁ 𝑆௘ଷ஽ 

Notice that steps 5 and 8 can be considered as 
extended opening operations with objects separation and 
movement of wrong objects between erosion and dilation. 
Considering the above opening (steps 5 and 8) and closing 
(step 9) operations create together OC (opening-closing) 
morphology filter. OC binary morphology filter is defined as: 

(10) 𝑂𝐶ሺ𝐵, 𝑠𝑒ሻ ൌ ൫ሺ𝐵 ◦ 𝑠𝑒ሻ⦁𝑠𝑒൯ 

where B is a binary image and se is a structural element. 
The mentioned earlier operations in the algorithm could be 
considered as extended OC filtration, which has 2 roles: 
final smoothing of the 3D object and helps in the removal of 
elements not belonging to the lungs. 

D. Trachea removal step  
The trachea removal step (step no. 4) in the 3D 
postprocessing stage described in the above subsection. 
The trachea is often segmented with lungs, and it should be 
removed. The trachea removal algorithm relies on trachea 
tracking in 2D slice by slice and removal of found trachea 
from slices using binary XOR operation. 
The trachea tracking and removal algorithm process all 
slices starting from the last slice of the segmentation image 
(from the top of the human body) and ending in the first 
slice. For each not empty slice, the following operations are 
performed: 

1. The objects smaller than 𝑆𝑧௧ଶ are removed 
2. Creation of labelled image L (with labelled objects) 

from a slice 𝑆𝑧௧ଶ 
3. Obtaining the number of objects by getting 

maximal value 
4. Calculation of centres of objects 
5. Center of trachea extraction (c): In the case when 

there is one object only, then the centre of trachea 
is the centre of this object; otherwise, the centre of 
trachea is the centre of the object nearest to the 
centre of trachea position from previous slice or 
centre of the image wherein the previous slice 
trachea was not found  

6. Trachea object extraction 𝐵௧௥ using c 
7. Calculation of the trachea size 𝑆௧௥ (sum of trachea 

object pixels) 
8. In the case when in the current slice and previous 

slice the trachea object was detected, then the 
distance d between both trachea objects centres is 
calculated 

9. When the distance d is more significant than the 
distance threshold  𝑑௧௛and simultaneously size of 
the object detected as trachea from the previous 
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slice is greater than the object detected as trachea 
in the current slice, then the loop is finished. 

10. Finally (if the loop was not finished in the previous 
step), the trachea removement procedure is 
performed using XOR operation between slice with 
segmentation and slice with extracted trachea 
object. The result is saved in the current 
segmentation slice. 

The trachea tracking and removal algorithm is presented in 
the following pseudocode: 
trachea_end ← false 
last_p ← none 
for i ← (n-1) to 0 do 
 calculate slice voxels sum: s ← ∑ 𝜈ఔ∈ௌ௟೔

 
 if s>0 then 
  small objects removement with size 
smaller than 𝑆𝑧௧ଶ 
  creation labelled image L from slice 
𝑆𝑙௜ 
  nobjects ← max(L) 
  centers ← MassCenters(L) 
  if nobjects = 1 then 
      p ← center 𝑠଴ 
  end 
  else 
   if last_pos = none then 
    p ← 
NearestToCenter(centers) 
   end 
   else 
    p ← 
NearestToObj(last_p,centers) 
   end 
  end 
  trachea only object extraction 𝐵௧௥ 
using p 
  𝑆௧௥ ← size(𝐵௧௥) 
  if last_p != none then 
   dist ← Dist(p,last_p) 
   if dist > 20 and sizeሺ𝑆𝑙௜ିଵሻ > 𝑆௧௥ 
then 
    trachea_end ← true 
   end 
  end 
  last_p ← p 
  if trachea_end then 
   break 
  end 
  else 
   𝑩𝑾𝒐𝒖𝒕 ← XORሺslice, 𝐵௧௥ሻ 
   𝑺𝒍𝒊 ← 𝐵𝑊௢௨௧ 
  end 
end 
 
where: 
𝑆௟௜ - is i - th slice, size - is the function to calculate the sum 
of all non-zero elements in the image, max - is the function 
to calculate maximal element of the matrix,  
MassCenters - is the function to calculate mass centres of 
objects in the labelled image, 
NearestToCenter - is the function to choose one position 
from a list of positions nearest to the centre of the image, 
NearestToObject - is the function to choose one position 
from a list of positions nearest to a given position, 
Dist - is the function to calculate distance between points, 
XOR - is the function to calculate XOR operation between 
corresponding voxels from input images. 

Tuning of parameters on male and female patients 
separately 

The tuning of some parameters of the algorithm was 
performed for male and female patients separately. Thanks 
to it the better results were achieved. Several parameters 
were tried to tune this way, but in two cases, the separately 
tuned parameters gave the better accuracy: contract 
threshold 𝐶௧௛ in 2D preprocessing stage and structural 

element 𝑆௘ of binary closing operation in the 2D 
postprocessing stage. For instance, we can see the optimal 
values of 𝐶௧௛ the threshold for male and female patients 
obtained during the tuning process performed on the 
training dataset (II). 
 
Table II. Contrast threshold 𝐶௧௛ tuning for male and female patients 

Id 𝑯𝑼𝒕𝒉𝒓 DICE 
(female) 

DICE 
(male) 

1 -320 96.68 - 
2 -330 96.69 - 
3 -335 96.69 - 
4 -340 96.69 - 
5 -350 96.68 96.36 
6 -360 96.67 96.37 
7 -370 - 96.5 
8 -375 - 96.49 
9 -380 - 96.49 

 
Since all parameters were not tuned for male and 

female patients separately, there is possible to obtain more 
parameters that could have other optimal values for male 
and female patients separately. 

Results of algorithm 
The result of the algorithm is in the form of a 3D binary 

image for one series. To visually show the result, the mesh 
should be created. We can see the sample output by using 
Marching Cubes algorithm [12], Figure 1. 
The result binary images are compared with labelled 
images by using the DICE coefficient [11] (most popular 
measure), which could be defined as: 

(11) 𝐷𝐼𝐶𝐸 ൌ
2ห𝑆௚

ଵ ∩ 𝑆௧
ଵห

ห𝑆௚
ଵห ൅ |𝑆௧

ଵ|
ൌ

2𝑇𝑃
2𝑇𝑃 ൅ 𝐹𝑃 ൅ 𝐹𝑁

 

where: 𝑆௚
ଵ - is a set of voxel coordinates in result 3D image 

with a positive value, 𝑆௧
ଵ A set of voxel coordinates in 

labelled images with a positive value, TP, FP, FN - are 
numbers of true positives, false positives, and false 
negatives, respectively.  

 

 
 
Fig. 1. 3D visualization of sample result of algorithm. 
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The method was evaluated on the 2017 AAPM Thoracic 
Auto-segmentation Challenge [13]. The dataset used for 
algorithm development and testing contained 60 series (one 
series per patient) and was divided by the organizers to the 
training dataset (containing 36 series) and test dataset 
(containing 24 series). 
Finally, the DICE average of 96.99 was achieved on the 
training dataset, while the DICE average of 96.68 was 
achieved on the test dataset. These results are close to the 
deep learning approach [9], [10]. 

Conclusion 
In this paper, a new lung segmentation algorithm was 

presented. This algorithm uses the Chan - Vese 2D 
segmentation algorithm with several own preprocessing and 
postprocessing stages, creating an original scientific 
solution. It has a high accuracy close to deep learning 
solutions. Since there are still some possibilities for further 
improvement of the algorithm, the accuracy could be better 
and could even exceed the accuracy of deep learning 
solutions. This algorithm will be an element of a commercial 
expert system for medical applications where some patient 
assessment will be necessary based on segmented human 
organs. 
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