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Application of PCA with logistic regression in embankment
drainage

Abstract. The article presents a method using deep-sea probes, which were used to collect measurements in electrical tomography on the leakage
of flood embankments. For this purpose, the main components analysis and elasticnet in logistic regression were used. The results of research on
the method of spatial analysis of object moisture are presented. Research focused on the development and comparison of algorithms and models for
data analysis and reconstruction using electrical tomography. The presented algorithms were used in the process of converting the input electrical
values into the conductance represented by the pixels of the output image. The article presents PCA methods in logistic regression and elastic
network in logistic regression to identify leakages in shafts. Deep probes were used to collect data in electrical impedance tomography.

Streszczenie. W artykule zostata zaprezentowana metoda wykorzystujgca sondy gfebinowe, ktére postuzyty do zbierania pomiaréow w tomografii
elektrycznej na temat przesigkania watéw przeciwpowodziowych. W tym celu zostata wykorzystana analiza gtéwnych sktadowych oraz elasticnet w
regresji logistycznej. Przedstawiono wyniki badan nad metoda przestrzennej analizy zawilgocenia obiektéw. Badania koncentrowaty sie na
opracowaniu i poréwnaniu algorytméw i modeli do analizy i rekonstrukcji danych z wykorzystaniem tomografii elektrycznej. Przedstawione algorytmy
zostaty wykorzystane w procesie konwersji wejsciowych warto$ci elektrycznych na konduktancje reprezentowang przez piksele obrazu wyjsciowego.
W artykule przedstawiono metody PCA w regresji logistycznej oraz sieci elastycznej w regresji logistycznej do identyfikacji wyciekéw w szybach. Do
zbierania danych w tomografii impedancji elektrycznej wykorzystano sondy gtebinowe. (Zastosowanie PCA z regresjg logistyczng w

odwadnianiu watéw przeciwpowodziowych)
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Introduction

In order to identify infiltration in flood banks, the imaging
domain has been modeled as a mesh that consists of a set
of finite elements. For each finite element, a model was
created that shows the relationship between the signal
obtained from the electrodes and the conductivity.
Whenever cases related to leakage are analyzed, there is a
variable conductivity within the test object. It is related to the
concentration of water in a given area. It is important to
recognize the place of flooding or excessive moisture. For
this purpose, a model was established for each finite
element. These models allowed the computation of non-
background conductivity probabilities for each of the finite
elements. Based on this approach, the resolution in the
imaging domain was determined and thus the mesh was
reconstructed. Many different methods are used to solve
optimization problems [1-11]. The presented solution was
based on electrical impedance tomography [12-18]. In order
to identify the areas correctly, the ROC analysis [23,24]
should be performed for each finite element, thus the
classification level was determined.

Methods

Principal Component Analysis is based on the
identification of factors (components) occurring in a data set
XeR™™ eg [19-22,25]. The data set consists of n
observations for m variables (in R™ it is a certain cloud of n
points). The goal of PCA is to rotate the coordinate system
in such a way as to maximize first the variability of the first
coordinate, then the variability of the second coordinate,
etc. The coordinates of the new system are called the loads
of the generated principal components. In the new space,
the initial factors explain most of the variability. PCA is often
used to reduce the size of a statistical dataset by discarding
recent factors [20].

For X matrix we applied Singular Value Decomposition.
Each real matrix X can be represented as:

(1) X =UDV' +¢,
where UeR™ ™ is the left matrix of orthogonal vectors
(matrix of left singular vectors), DeR™*™ is the diagonal

matrix containing the eigenvalues. - the diagonal matrix of

singular values, and VeR™*™ _ the right orthogonal vector
matrix (matrix of right singular vectors). The orthogonal
matrix V satisfies the following property V'=v'. The
decomposition of the matrix X can be presented in the form

) X=TP" +¢,

where T=UD denote coordinates in the orthogonal system
and V=P denote loadings. The coordinate matrix T in the
new space is _determined by multiplying both sides of the
equality X=TP" by P and obtaining

3) XP=TP'P=T

the columns V of the matrix contain the weights used in the
linear combination to form the new dimensions. The
variances of the coordinates in the new space are
expressed by the formula

2
4) PR

n-1

where d;, 0<i<k are singular values from the diagonal of the
matrix D.

In EIT, for each case, the reading from the electrodes
taking into account the polarization and projection angles
(according to (3) correspond to the values xg P in the new
space. For each finite element we determine logistic
regression, except that we analyze the linear dependence
of the log of odds on the value in new coordinates. For each
finite element, based on the x;HeR™ measurements obtained
from electrodes, we determine the probability of inclusion
P(Y=1] xg). Second application is based on applying
elasticnet to logistic regression [13, 20, 22, 23].
Reconstructions for each approach were compared.

The basic terminology and coefficients describing the
recognition of inclusions in the visual field are presented
below. Below, we assume the absence of an inclusion in
the place of a finite element as a negative case (N), and the
occurrence of an inclusion as a positive case (P). The
confusion matrix should be determined as follows: TP (True
Positive) means the number of finite elements for which
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inclusions were correctly identified, TN (True Negative) - the
number of finite elements for which the absence of
inclusions was correctly recognized, FP (False Positive) -
the number of elements finite elements without inclusions
for which it has been recognized that they have inclusions
(false alarm), FN (False Negative) - the number of finite
elements with inclusions for which it has been recognized
that they do not have inclusions.

Therefore, the Accuracy size represents the portion of
the visual field that has been correctly recognized by the
model. On the other hand, it is one of the measures that
directly shows the correctness of the diagnosis.

In the EIT, the possibilities of finding inclusions in the
visual field should also be described during image
reconstruction. To determine the ability of a classifier based
on the use of logistic regression (see eg [26,27]), we
determine the Receiver Operating Characteristic (ROC
curve) curve. This curve shows the relationship between
sensitivity and specificity during the reconstruction. The
diagonal in the ROC drawing describes a strategy based on
guessing the inclusions during the reconstruction. If the
ROC is above the diagonal, it means that the recognition
technique is much better than guesswork. The area under
the ROC curve in the literature is called AUC (Area under
ROC curve) and is a measure of predictivity (predictability).
This figure is also included in the tables describing the
reconstructions.

Examples

The estimation of structural parameters for each of the
finite elements was performed in the R programming
language.

Fig.1. Example 1

Fig.2. Example 1 reconstruction based on logistic regression with
PCA

The glmnet function from the glmnet package was used
to determine the coefficients in the model using Elasticnet.
The prcomp function was used to determine the main
components (when using PCA). The number of components

used for the models with 16 electrodes is 25, while for the
models with 32 electrodes it is 30. Figures 1-12 show the
test object model and image reconstruction.

Fig.3. Example 1 reconstruction based on logistic regression with
Elasticnet

PCA

Fig.6. Example 2 reconstruction based on logistic regression with
Elasticnet
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Fig.11.
PCA

Fig.12. Example 4 reconstruction based on logistic regression with

PCA ‘
Elasticnet
Conclusion
The presented solution allows for a better understanding
and monitoring of the properties of the tested object. The
main challenge in this field is to design precise
measurement devices and image reconstruction algorithms.
The article presents PCA methods in logistic regression and
N an elastic net in logistic regression to identify leakages in
shafts. Deep-electrodes were used to collect data in
electrical impedance tomography.
Table 1. Evaluation metrices for examples
Elasticnet PCA Elasticnet PCA
example3 example3 example4 example4
Sensitivity | 0.8761783 0.8462420 0.9809559 0.9831533
Specificity | 0.2569170 0.2845850 0.9775489 0.9849708
Precision 0.9481665 0.9483226 0.9567780 0.9707105
Recall 0.8761783 0.8462420 0.9809559 0.9831533
Fig.9. Example 3 reconstruction based on logistic regression with Prevalence 0.9394447 0.9394447 0.3362685 0.3362685
Elasticnet Detection 0.8231211 0.7949976 0.3298645 0.3306034
Rate
Detection 0.8681187 0.8383198 0.3447660 0.3405788
Prevalence
Balanced 0.5665477 0.5654135 0.9792524 0.9840620
Accuracy
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