An improved real visual tracking system using particle filter

Abstract. This paper presents a real hybrid visual tracking system based on a special-color model of target with improving the performance of this designed visual tracking system using various linear and nonlinear estimators like Kalman filter and particle filter. Moreover, the whole system has been designed and implemented in the laboratory by fusing the tracking algorithm that was created utilizing python software with a moving camera sensor. In addition, the designed visual tracking system has been simple, low cost and achieved all stages of visual tracking process like target initialization, appearance modeling, movement estimation, and target positioning with a great success. Finally, the graphical analysis results of the designed system illustrated had a great illustration on the validity of utilizing particle filter was very efficient and clearer with maneuvering targets than that were used with Kalman filter.

Streszczenie. W niniejszym artykule przedstawiono hybrydowy system śledzenia wizualnego oparty na modelu celu w specjalnej kolorystyce z poprawą wydajności tego zaprojektowanego systemu śledzenia wizualnego przy użyciu różnych liniowych i nieliniowych estymatorów takich jak filtr Kalmana i filtr cząsteczkowy. Co więcej, cały system został zaprojektowany i wdrożony w laboratorium poprzez połączenie algorytmu śledzenia, który został stworzony przy użyciu oprogramowania Pythona z ruchomym czujnikiem kamery. Ponadto zaprojektowany system śledzenia wizualnego był prosty, tani i osiągnął z dużym sukcesem wszystkie etapy procesu śledzenia wizualnego, takie jak inicjalizacja celu, modelowanie wyglądu, szacowanie ruchu i pozycjonowanie celu. Wreszcie, wyniki analizy graficznej ilustrują zasadność wykorzystania filtra cząstek, który był bardzo wydajny i wyraźniejszy w przypadku celów manewrujących niż ten, który był używany z filtrem Kalmana. (Ulepszony rzeczywisty system śledzenia wizualnego za pomocą filtra cząstek).
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Introduction

Visual tracking is one of the most important applications that have been used in recent years, due to the remarkable progress in the algorithms used in processing, the availability of high-resolution cameras, and their low cost [1]. Hence, visual tracking means, compute the trajectory of the object moving around a sight in the image plane [2]. In spite of this tremendous development in visual tracking systems, some challenges and problems arose, such as: noise in images, unorganized background, random complex target motion, object occlusions, non-rigid object, variation in the number of objects and change in illumination, etc. [3]. Therefore there must be radical solutions to not lose the efficiency of the visual tracking system. Thus, to achieve maximum efficiency for our proposed system, Target initialization, appearance modeling, motion estimation, and target positioning were taken into account before the design. Fig. 1 describes the taxonomy of visual tracking techniques.
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Fig. 1. the visual tracking techniques.

A) Target Initialization

Target initialization is the initial step of visual tracking techniques by utilizing bounding or squares to locate the object accurately [4]. Hence, this process is a prerequisite for the detailed description of the target.

B) Appearance Modeling

The appearance model accurately describes the characteristics of the target, such as position and velocity [5]. So, various special features such as: special color-model, gradient, texture, shape, super-pixel, depth, motion, and optic flow are utilized to differentiate the target and background or different targets in the visual tracking system [6]. Hence, it can be divided into a visual representation and statistical modeling. And the Visual representation technique has been utilized in this paper by using the most popular method which is optical flow representation.

Optical flow is demonstrated by dense field displacement vectors of each pixel in the image and utilized to locate moving targets with a high accuracy in video frames. So, optical flow is suitable for multi-moving targets analysis in complex scenes with a dynamic background. Furthermore, it gives a two-dimensional vector field called motion field that illustrates velocities and directions of each pixel in consecutive image sequences with time and is present by the following equation [7-8].

\[ I_t(x_1 + \Delta x, y_1 + \Delta y, t + \Delta t) = I_t(x_1, y_1, t) \]

Since \( I_t(x_1, y_1, t) \) is the intensity of the pixel at a point \((x_1, y_1)\) at a given time \(t\).

C) Movement Estimation

Movement estimation is based on motion vectors which utilized to represent the transformation through adjacent two-dimension at image frames in a video sequence and it can be calculated by pixel-based techniques or direct technique, and feature-based techniques or indirect technique. So, direct techniques motion parameters are estimated directly by computing the contribution of each pixel that results in optimal usage of the available information and image alignment. But, in indirect techniques, various features are utilized to match between features in various frames [9-10]. Movement for targets is considered a dynamic state estimation, so it can be
modeled in any visual tracking system by various estimators such as Kalman filter and particle filter [11-13]. Yet, there are some restrictions that determine the type of filter used, such as: the amount, type of noise, and the linearity of the proposed system. Also, the efficiency of the visual tracking system based on the type of filter used, and in this research paper many types of filters such as the Kalman filter and particle filter were used in the proposed system. Thus, the following algorithm illustrates the main procedures of the particle filter as example in the proposed visual tracking system.

### Table 1. General Particle Filter algorithm for Tracking

<table>
<thead>
<tr>
<th>General Particle Filter Algorithm for Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialize particles with a random location.</td>
</tr>
<tr>
<td>2. while True do.</td>
</tr>
<tr>
<td>3. Update particles based on robot movement.</td>
</tr>
<tr>
<td>4. Observe Camera sensor measurements.</td>
</tr>
<tr>
<td>5. Assign weight to each particle by comparing with sensor data.</td>
</tr>
<tr>
<td>6. Resample particles based on weight</td>
</tr>
<tr>
<td>7. Estimate location from particle locations and weights</td>
</tr>
<tr>
<td>8. end while</td>
</tr>
</tbody>
</table>

Fig. 2 presents the basic steps block diagram of particle filter for visual tracking system:
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- **State Representation at time k**
  - **Prediction**
  - **Measurement at time k**
  - **Update**
  - **Likelihood**
  - **Resampling**
  - **State Representation at time k+1**

**Table 2.** The basic steps block diagram of particle filter.

From the previous block diagram the basic equations of particle filter [14-19]. So, visual tracking system can be presented as the following:

### D) State representation or initialization

A number of particles are utilized to describe the properly density function (pdf) of the state values instead of using the 2nd order statistical description so; the (pdf) is presented by the following equation:

\[ p(x) = \int_{x-x_i}^{x} w_i K(x-x_i) \]

Since \( w_i \) the weight of 1th particle and \( K(\cdot) \) the basis function. And if \( K(x) \) assumed to be the Dirac’s delta, the particles representation of \( p(x) \) and equal weights will be:

\[ p(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x-x_i) \]

So, from the previous equations and equations (2) and (3) we can write the equation of the state presentation:

\[ p(x_{k+1}/y_{0...y_k}) = \int_{x-x_i}^{x} w_{k,i} \delta(x_k-x_{k,i}) \]

From the previous equation the equation of prediction \( p(x_{k+1}/y_{0...y_k}) \) and update equation \( p(x_{k+1}/y_{0...y_{k+1}}) \).

### E) Prediction

\[ (x_{k+1}/y_{0...y_k}) = \int p(x_{k+1}/x_k)p(x_k/y_{0...y_k}) dx_k \]

### F) Update

\[ p(x_{k+1}/y_{0...y_k}) = \sum_{i=1}^{n} \frac{1}{n} \delta(x_k-x_{k,i}) \]

After sampling \( \hat{x}_{k,i} \) the equation of prediction will be:

\[ p(x_{k+1}/y_{0...y_k}) = \int_{x-x_i}^{x} w_{k,i} \delta(x_k-x_{k,i}) \]

### G) Target Positioning

This stage is considered the final and important stage in the visual tracking system and depends entirely on all the previous stages, especially the type of filter or estimator that was used in the system because it predict with future position of the target [20].

### Problem Formulation and Modeling

The proposed visual target tracking system has been designed in the laboratory and it is simple and inexpensive in the main parts that used in its design. So, it consists of the following basic components: a moving low price (USB) camera with a set of actuators to control its movement while tracking the target, a low price data transmission cable, and a laptop. First, we connect the moving camera with the laptop by the cable which is used to transfer the data from camera to laptop, and in this case, the camera is considered as a sensor used for detecting the moving target and it is surrounding area. Then by running the Python program, it divides the selected target image by the camera into a set of frames and detects the special color-model only by utilizing the color-based detection technique. That adapted the upper and lower boundaries of the special color model of the target. Then, the target boundaries are computed according to hue, saturation, and value color representation theory. So, the target image appears only and all unwanted in the background disappears, but as a result of this process, frames data are divided into foreground and background. Foreground data identify moving targets and this process is repeated in each nth frame, then the target is detected. After that fig.3 illustrated the process of converting the image of the target from (RGB) to (HSV), to ease of executing the process on (HSV) images, and a group of series filters called kernel filters are applied to enhance and restore the target image from noise because some frames are corrupted while performing the process in background subtraction detection technique on the first frame. Also, this algorithm increases the depth of the target signal, draws a square around the target signal, divides the length and width into two, and determines the center of the square. Secondly, the true path of the target is drawn immediately when it moves using Matlab. At last, a set of linear and nonlinear estimators like Kalman filter and particle filter are utilized to predict the location of the target.

Fig. 4 presented the block diagram of the proposed visual tracking system that consists of a low price, simple and reliable USB web camera used as a sensor. USB hub used to transfer data of target from the sensor to laptop, and the associated software program which included an algorithms.
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used to track a moving target with python software based on target features like a special-color model. Furthermore, a weighted gain filter is utilized in the algorithm to reduce noise in order to enhance the image performance. Also, noise in the image pixels is eliminated by utilizing the morphological transformation filter in python a. Then, foreground object pixel is multiplied by a designed factor to compensate the target signal and fig. 5 presented the flow chart of the proposed method.
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**Fig.3.** The target image process.
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**Fig.4.** The block diagram of the proposed system.

**Results and Discussion**

The experiment has been carried on real image sequences of the target to evaluate the performance of the proposed system and there are several performance measures used to determine the efficiency of the proposed visual tracking system like center location error, bounding box overlaps, tracking length, failure rate, area under the lost-track-ratio curve, but the most common of these metrics used is the comparison between the true path of the target and the estimated path using different estimators. Hence, in this paper, when the proposed visual tracking system was designed, the simplicity of design, low cost, and high robustness were taken into consideration. So, the graphical analysis is used to summarize the results to differentiate between the true path of the target and the predicted path using several kinds of linear and nonlinear estimators such as Kalman filter and particle filter.
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**Fig.5.** The flow chart of the proposed method.

Therefore, the previous experiment was carried out in two phases. The first phase, using a target that maneuvers along the path at a constant speed with changing time in azimuth (x) and elevation (y). Second phase using a target that maneuvers along the path but changes its speed continuously with the change of time in azimuth (x) and elevation (y). Then, when the information of the target is obtained from the camera used as a sensor, and by fusing this information with Python software, the true path of the target was drawn utilizing MatLab in azimuth (x) and elevation (y). So, fig. 6 presented a target that maneuvers along the path with the constant speed with changing times in azimuth (x) and elevation (y).
Fig. 6. Real target path in azimuth (x) and elevation (y).

Fig. 7 illustrated the predicted or the computed target path using Kalman filter (red dot line) in azimuth (x) and elevation (y) and target true path (green solid line) vs time. And fig. 8 illustrated the predicted target path using particle filter (blue solid line) in azimuth (x) and elevation (y) and target true path (green solid line) vs time.

Fig. 7. The real target path vs predicted path using Kalman filter in azimuth (x) and elevation (y).

Fig. 8. The real target path vs predicted path using particle filter in azimuth (x) and elevation (y).

Fig. 9 illustrated the differentiation between the predicted or the computed target path using particle filter (blue solid line), using Kalman filter (red dot line), with target true path (green solid line) in azimuth (x) and elevation (y) vs time. Where, it is visible from the visual examination only that the predicted target path that is utilizing particle filter is closer to the real path of the target than the predicted target path using Kalman filter.

Fig. 9. Differentiation between various predicted target paths using particle filter, Kalman filter and true path in azimuth (x) and elevation (y) vs time.

Fig. 10 presented a target that maneuvers along the path, but changes its speed continuously with the change of time in azimuth (x) and elevation (y).

Fig. 10. A target that maneuvers along the path, but changes its speed continuously with the change of time in azimuth (x) and elevation (y).

Fig. 11 illustrated the predicted target path using Kalman filter (red dot line) in azimuth (x) and elevation (y) and target true path (green solid line) vs time. And fig. 12 illustrated the differentiation between the predicted or computed target path using particle filter (blue solid line) in azimuth (x) and elevation (y) with target true path (green solid line) vs time.
Fig. 10. Real target path in azimuth (x) and elevation (y).

Fig. 11. The real target path predicted path using Kalman filter in azimuth (x) and elevation (y).

Fig. 12. The real target path vs predicted path using particle filter in azimuth (x) and elevation (y).

Fig.13 illustrated the differentiation between the predicted or the computed target path using particle filter (blue solid line), using Kalman filter (red dot line), with target true path (green solid line) in azimuth (x) and elevation (y) vs time. Where, it is visible from the visual examination only that the predicted target path utilizing particle filter is closer to the real path of the target than the predicted target path using Kalman filter.

From the previous graphical analysis, the proposed visual tracking system has presented more accurate tracking using a standard particle filter depends on the special color model, than the Kalman filter because the proposed visual tracking system is a nonlinear system with Gaussian noise and the Kalman filter is limited to a linear system with Gaussian noise. Moreover, using a large number of particles can sufficiently cover the region of work with a high observation likelihood when the camera is moving. But, this large number of particles leads to the degeneracy problem, so resampling step in particle filter is utilized to reduce particles by adopting a better proposal density for existing particles and a better prior density of appearing target. Finally, the previous proposed visual tracking system demonstrated many advantages, like low manufacturing cost, ease of programming, high durability, and high efficiency in detecting and tracking fixed and moving targets. Furthermore, it can be applied in several areas, for example, but not limited to Posture estimation, Robotics, Education, Sports, Cinematography, and Marketing.

Table 2 presents the deviation, of the predicted or computed target path using particle filter and, using Kalman filter in azimuth (x) and elevation (y) from the real paths of the target that maneuvers along the path at a constant speed with changing time in azimuth (x) and elevation (y). Also, the target that maneuvers along the path but, its speed changes continuously with the change of time in azimuth (x) and elevation (y).
Table 2. The amount of deviation of the predicted target path using particle filter and using Kalman filter.

<table>
<thead>
<tr>
<th>The Experiment Phases</th>
<th>The Kind of Estimator</th>
<th>The Amount of Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The target that maneuvers along the path at a constant speed with changing time</td>
<td>particle filter</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>Kalman filter</td>
<td>11%</td>
</tr>
<tr>
<td>The target that maneuvers along the path but its speed changes continuously with the change of time</td>
<td>particle filter</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>Kalman filter</td>
<td>14%</td>
</tr>
</tbody>
</table>

Conclusion

This paper presented an efficient, low-cost, easy-to-manufacture high-robust model for a visual tracking system based on the special color model used to track moving or static targets because special color contains richer information than the general color histogram since it incorporates the spatial distribution of pixels in addition to color. Moreover, a group of different algorithms has been fused with each other using the Python programming language to work with the proposed system. Firstly, one of these algorithms detects the target and creates a set of sequence video frames for the target using the camera that is used as a sensor, and then subtracts the background from the image using a color-based detection method. Secondly, the next algorithm converts the image of the target to be tracked from (RGB) to (HSV) to ease of executing the process on (HSV) images and performs the restoration and enhancement of the target image after the previous operation using a group of series filters called kernel filters to remove the noise from the image of the target. Thirdly, the final algorithm utilized various types of linear and nonlinear estimators to predict the new position of the target and drawn the predicted paths by using Matlab then differentiate it with the true path of the target and drawn the predicted paths by using Matlab to ease of executing the process on (HSV) images and performs the restoration and enhancement of the target image after the previous operation using a group of series filters called kernel filters to remove the noise from the image of the target. Finally, the proposed visual tracking system graphical analysis results illustrated the effectiveness of the particle filter in visual tracking than kalman filter.
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