Abstract. Generalized Frobenius matrices and their inverses are applied in analysis of the linear electrical circuits. The basic properties of generalized Frobenius matrices are analyzed. It is shown that if the state matrix of electrical circuit has generalized Frobenius form then its inverse system matrix has also generalized Frobenius form. The notion of an angle between state matrices of linear electrical circuits is proposed and its basic properties are investigated.
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Introduction

The linear electrical circuits have been analyzed in many papers and books [4-6, 8-14]. The constructability and observability of standard and positive electrical circuits have been addressed in [5], the decoupling zeros in [6] and minimal-phase positive electrical circuits in [8]. A new class of normal positive linear electrical circuits has been introduced in [9]. Positive fractional linear electrical circuits have been investigated in [12] and positive unstable electrical circuits in [13]. Infinite eigenvalue assignment by output-feedback for singular systems has been analyzed in [7]. Zeroing of state variables in descriptor electrical circuits has been addressed in [5], the decoupling zeros in [6] and positive fractional linear electrical circuits of normal positive linear electrical circuits has been [8]. A new class of positive unstable minimal-phase positive electrical circuits in [8]. A new class of positive unstable minimal-phase positive electrical circuits has been addressed in [5], the decoupling zeros in [6] and positive fractional linear electrical circuits of normal positive linear electrical circuits has been addressed in [8].

In this paper the generalized Frobenius matrices and the angles between state matrices of linear electrical circuits will be investigated.

The paper is organized as follows. In section 2 the basic properties of generalized Frobenius matrices are analyzed. The linear electrical circuits with state matrices in general Frobenius forms are investigated in section 3 and the inverse matrices of electrical circuits with generalized Frobenius forms in section 4. The angles between state matrices of linear electrical circuits are analyzed in section 5. Concluding remarks are given in section 6.

The following notation will be used: $\mathbb{R}$ - the set of real numbers, $\mathbb{R}^{n\times m}$ - the set of $n \times m$ real matrices, $\mathbb{R}_+^{n\times m}$ - the set of $n \times m$ real matrices with nonnegative entries and $\mathbb{R}_+^n = \mathbb{R}_+^{n\times 1}$, $M_n$ - the set of $n \times n$ Metzler matrices (real matrices with nonnegative off-diagonal entries), $I_n$ - the $n \times n$ identity matrix.

Generalized Frobenius matrices

Definition 1. [14] The following matrices

\begin{align*}
A_1 &= \begin{bmatrix}
0 & b_1 & 0 & \cdots & 0 \\
0 & 0 & b_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & b_{n-1} \\
-a_0 & -a_1 & -a_2 & \cdots & -a_{n-1}
\end{bmatrix}, \\
A_2 &= A_1^T = \begin{bmatrix}
0 & 0 & \cdots & 0 & -a_0 \\
b_1 & 0 & \cdots & 0 & -a_1 \\
0 & b_2 & \cdots & 0 & -a_2 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & b_{n-1} & -a_{n-1}
\end{bmatrix}, \\
A_3 &= \begin{bmatrix}
-a_{n-1} & -a_{n-2} & \cdots & -a_1 & -a_0 \\
b_1 & 0 & \cdots & 0 & 0 \\
0 & b_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & b_{n-1} & 0
\end{bmatrix}.
\end{align*}

are called the matrices in generalized Frobenius form. It is easy to verify that

$$\det[I_\nu s - A_j] = s^n + a_{n-1}s^{n-1} + \cdots + a_1 s + a_0$$

for $j = 1, \ldots, 4$ and the coefficients of the polynomial are positive if and only if $a_k > 0$ and $b_k > 0$ for $k = 1, \ldots, n-1$.

Theorem 1. The inverse matrix of the generalized Frobenius matrix is also the generalized Frobenius matrix.

Proof. The proof will be given only for the matrix $A_1$. The proof for the remaining matrices (1) is similar. It is easy to verify that

$$A_1^{-1} = \begin{bmatrix}
b_1 & 0 & \cdots & 0 \\
0 & b_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & b_{n-1}
\end{bmatrix}^{-1},$$

\begin{align*}
A_3^{-1} &= \begin{bmatrix}
0 & b_1 & 0 & \cdots & 0 \\
0 & 0 & b_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & b_{n-1}
\end{bmatrix}^{-1}, \\
&= \begin{bmatrix}
-a_{n-1}b_1^{-1}a_{n-1} & a_{n-2}b_1^{-1}a_{n-2} & \cdots & a_0b_1^{-1}a_0 \\
b_1^{-1} & 0 & \cdots & 0 \\
0 & b_2^{-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & b_{n-1}^{-1}
\end{bmatrix}.
\end{align*}
Theorem 2.
1) If \( s_{ji}, \ j = 1,\ldots, 4, \ i = 1,\ldots, n \) are the nonzero eigenvalues of the generalized Frobenius matrix \( A_j \) then \( s_{ji}^{-1} \) are the eigenvalues of the inverse matrix \( A_j^{-1} \), \( j = 1,\ldots, 4 \).

2) The inverse matrix of the generalized Frobenius matrix is asymptotically stable if and only if the generalized Frobenius matrix is also asymptotically stable.

**Proof.** Let \( s_{ji}, \ j = 1,\ldots, 4, \ i = 1,\ldots, n \) be the zeros of the characteristic equation of the matrix \( A_j \)

\[ \det[I_n s_j - A_j] = 0 \text{ for } j = 1,\ldots, 4. \]

Then multiplying (4) by \( \det[-s_j^{-1} A_j^{-1}] \) we obtain

\[ \det[I_n s_j - A_j] \det[-s_j^{-1} A_j^{-1}] = 0. \]

Thus, \( s_{ji}^{-1} \), \( j = 1,\ldots, 4 \) are the eigenvalues of the matrix \( A_j^{-1} \), \( j = 1,\ldots, 4 \). The proof of 2) follows from the fact that

\[ \text{Re } s = \text{Re}(\alpha_k + j\beta_k) = \alpha_k < 0, \ k = 1,\ldots, n \text{ if and only if } \]

\[ \text{Re } s_k^{-1} = \frac{1}{\alpha_k + j\beta_k} = \text{Re} \left( \frac{\alpha_k}{\alpha_k^2 + \beta_k^2} - j \frac{\beta_k}{\alpha_k^2 + \beta_k^2} \right) = \frac{-\alpha_k}{\alpha_k^2 + \beta_k^2} < 0, \ k = 1,\ldots, n. \]

**Theorem 3.** The characteristic polynomial of the inverse matrices in the generalized Frobenius forms (1) is given by

\[ \det[I_n s - A_j^{-1}] = s^n + a_{n-1} s^{n-1} + \ldots + a_1 s + a_0 \]

\[ = \ldots + a_{1}^{-1} h_{i-1} \ldots h_{n-1} a_{n-1} + a_{1}^{-1} h_{n-1} \ldots h_{1} a_{0} \]

for \( j = 1,\ldots, 4 \) where \( I_n \) is the \( n\times n \) identity matrix.

**Proof.** Using (3) and developing the determinant with respect to the first row we obtain

\[ \det[I_n s - A_j^{-1}] = \begin{vmatrix} s + a_1^{-1} h_1 a_0 \ldots h_{n-1} a_{n-1} & a_1^{-1} h_2 \ldots h_{n-1} a_{n-1} & \ldots & a_1^{-1} h_n \ldots a_{n-1} & a_1^{-1} \ \
0 & s + a_1^{-1} h_1 a_0 \ldots h_{n-1} a_{n-1} & \ldots & a_1^{-1} h_2 \ldots h_{n-1} a_{n-1} & a_1^{-1} h_1 \ldots a_{n-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & s + a_1^{-1} h_1 a_0 \ldots h_{n-1} a_{n-1} & a_1^{-1} h_2 \ldots h_{n-1} a_{n-1} \\
0 & 0 & \ldots & 0 & s + a_1^{-1} h_1 a_0 \ldots h_{n-1} a_{n-1} \end{vmatrix} \]

\[ = s^n + a_1^{-1} h_1 a_0 s^{n-1} + \ldots + a_1^{-1} h_1^{-1} \ldots h_{n-1}^{-1} a_{n-1} + a_0^{-1} h_2 \ldots h_{n-1}^{-1} a_{n-1} + a_1^{-1} h_1 \ldots a_{n-1} + a_0^{-1} h_1 \ldots h_{n-1}. \]

Similar results we obtain for \( j = 2,3,4 \). □

**Example 1.** The characteristic polynomial of the generalized Frobenius matrix

\[ A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 2 \\ -2 & -4 & -5 \end{bmatrix} \]

has the form

\[ \det[I_3 s - A] = \begin{vmatrix} s - 1 & 0 & 0 \\ 0 & s - 2 & 0 \\ 2 & 4 & s + 5 \end{vmatrix} = s^3 + 5s^2 + 8s + 4 \]

and its zeros are \( s_1 = -1, \ s_2 = s_3 = -2 \).

The inverse matrix of (8) has the form

\[ A^{-1} = \begin{bmatrix} -2 & -1.25 & -0.5 \\ 0 & 0 & 0 \\ 0 & 0.5 & 0 \end{bmatrix} \]

and its characteristic polynomial

\[ \det[I_3 s - A^{-1}] = \begin{vmatrix} -2 + s & 1.25 & 0.5 \\ 0 & -1 & 0 \\ 0 & 0.5 & s \end{vmatrix} \]

\[ = s^3 + 2s^2 + 1.25s + 0.25 \]

with zeros \( s_1 = 1, \ s_2 = s_3 = -0.5 \).

**Electrical circuits with state matrices in general Frobenius form**

Consider the electrical circuit shown in Fig. 1 with known resistance \( R \), inductance \( L \), capacitance \( C \) and source voltage \( e \).

![Fig. 1. Electrical circuit.](image)

As the state variable we choose the voltage \( u \) on the capacitor with given capacitance \( C \) and the current \( i \) in the coil with given inductance \( L \). Using the Kirchhoff’s laws we obtain the equations

\[ (12a) \quad e = Ri + L \frac{di}{dt} + u, \]

\[ (12b) \quad i = C \frac{du}{dt}, \]

which can be written in the form

\[ \frac{du}{dt} \begin{bmatrix} i \\ u \end{bmatrix} = \begin{bmatrix} A_1 \end{bmatrix} \begin{bmatrix} i \\ u \end{bmatrix} + B_1 e, \]

where

\[ (13a) \quad A_1 = \begin{bmatrix} 0 & \frac{1}{C} \\ -\frac{1}{L} & R \end{bmatrix}, \quad B_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]

or

\[ (13b) \quad A_2 = \begin{bmatrix} \frac{R}{L} & \frac{1}{L} \\ \frac{1}{C} & 0 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]

Note that the matrices \( A_1 \) and \( A_2 \) have the generalized Frobenius form and

\[ \det[I_2 s - A_1] = \det[I_2 s - A_2] = s^2 + \frac{R}{L} s + \frac{1}{LC} \]

Therefore, the electrical circuit is asymptotically stable for all values \( R > 0, \ L > 0 \) and \( C > 0 \).

Now let us consider the electrical circuits shown in Figure 2 with known resistance \( R \), inductance \( L \), capacitance \( C \) and source voltage \( e \).
The state equation of the electrical circuit shown in Fig. 2c has the form
\[ \frac{d}{dt} \begin{bmatrix} u \\ i \end{bmatrix} = A_{21} \begin{bmatrix} u \\ i \end{bmatrix} + B_{21} e, \]
where
\[ A_{21} = \begin{bmatrix} -\frac{1}{RC} & -\frac{1}{C} \\ \frac{1}{L} & 0 \end{bmatrix}, \quad B_{21} = \begin{bmatrix} \frac{1}{RC} \\ 0 \end{bmatrix} \]
or
\[ \frac{d}{dt} \begin{bmatrix} i \\ u \end{bmatrix} = A_{22} \begin{bmatrix} i \\ u \end{bmatrix} + B_{22} e, \]
where
\[ A_{22} = \begin{bmatrix} 0 & \frac{1}{L} \\ -\frac{1}{C} & -\frac{1}{RC} \end{bmatrix}, \quad B_{22} = \begin{bmatrix} 0 \\ \frac{1}{RC} \end{bmatrix}. \]

Note that the matrices \( A_{21} \) and \( A_{22} \) have the generalized Frobenius form and
\[
\det[I_2 s - A_{21}] = \det[I_2 s - A_{22}] = \frac{s^2}{s} + \frac{1}{RC} \frac{s}{s} + \frac{1}{LC}.
\]

Therefore, the electrical circuit shown in Fig. 2a is asymptotically stable for all values \( R > 0, L > 0 \) and \( C > 0 \).

Consider the electrical circuits shown in Fig. 3 with known resistances \( R \), inductances \( L \), capacitance \( C \) and two source voltages \( e_1 \) and \( e_2 \).

Using the Kirchhoff’s laws we obtain the equations
\[ e_1 = L \frac{di}{dt} + u, \]
\[ C \frac{du}{dt} = i + (e_1 - u - e_2) \frac{1}{R}, \]
which can be written in the form
\[ \frac{d}{dt} \begin{bmatrix} u \\ i \end{bmatrix} = A_{31} \begin{bmatrix} u \\ i \end{bmatrix} + B_{31} \begin{bmatrix} e_1 \\ e_2 \end{bmatrix}, \]
where
\[ A_{31} = \begin{bmatrix} -\frac{1}{RC} & -\frac{1}{C} \\ \frac{1}{L} & 0 \end{bmatrix}, \quad B_{31} = \begin{bmatrix} \frac{1}{RC} \\ 0 \end{bmatrix}. \]

Note that the matrix \( A_{31} \) has the generalized Frobenius form as the matrix \( A_{41} \).

Therefore, we have the following colorary.

**Collorary 1.** The state matrix \( A \) of the electrical circuit is independent of its source voltage.

Combining the electrical circuit shown in Fig. 2a and 2b we obtain the electrical circuit presented in Fig. 4 with given resistances \( R_1, R_2 \), inductances \( L_1, L_2 \), capacitances \( C_1, C_2 \) and source voltage \( e \).

Taking into account (16a), (16b) and (18a), (18b) we obtain
\[
\begin{align*}
\mathbf{A}_{21}^1 & = \left[ \begin{array}{cc}
-\frac{1}{RC} & -\frac{1}{C} \\
\frac{1}{L} & 0 \\
\end{array} \right]^{-1} = \left[ \begin{array}{cc}
0 & \frac{1}{L} \\
-C & \frac{1}{C} \\
\end{array} \right], \\
\det[I_2s - A_{21}^1] & = s^2 + \frac{1}{L}s + \frac{1}{C} = 0.
\end{align*}
\]

Fig. 4. Electrical circuit.

Inverse matrices of electrical circuits with generalized Frobenius forms

Consider the electrical circuit shown in Fig. 2a with given parameters \( R, L, C \) and \( e \). The inverse matrix of the state matrix \( A_{21} \) (given by (15b)) has the generalized Frobenius form

\[
A_{21}^1 = \left[ \begin{array}{cc}
-\frac{1}{RC} & -\frac{1}{C} \\
\frac{1}{L} & 0 \\
\end{array} \right]^{-1} = \left[ \begin{array}{cc}
0 & \frac{1}{L} \\
-C & \frac{1}{C} \\
\end{array} \right],
\]
and its characteristic equation is given by

\[
\det[I_2s - A_{21}^1] = s^2 + \frac{1}{L}s + \frac{1}{C} = 0.
\]

The inverse matrix of the electrical circuit shown in Fig. 2b with given parameters \( R, L, C \) and \( e \) has the generalized Frobenius form

\[
A_{31}^1 = \left[ \begin{array}{cc}
-\frac{1}{RC} & -\frac{1}{C} \\
\frac{1}{L} & 0 \\
\end{array} \right]^{-1} = \left[ \begin{array}{cc}
0 & \frac{1}{L} \\
-C & \frac{1}{C} \\
\end{array} \right],
\]
and its characteristic polynomial is given by

\[
\det[I_2s - A_{31}^1] = s^2 + \frac{1}{L}s + \frac{1}{C} = 0.
\]

Similarly, the inverse matrix of the electrical circuit shown in Fig. 2c with given parameters \( R, L, C \) and \( e \) has the generalized Frobenius form

\[
A_{41}^1 = \left[ \begin{array}{cc}
-\frac{1}{RC} & -\frac{1}{C} \\
\frac{1}{L} & 0 \\
\end{array} \right]^{-1} = \left[ \begin{array}{cc}
0 & \frac{1}{L} \\
-C & \frac{1}{C} \\
\end{array} \right],
\]
and its characteristic polynomial is given by

\[
\det[I_2s - A_{41}^1] = s^2 + \frac{1}{L}s + \frac{1}{C} = 0.
\]

Note that the characteristic polynomials (25), (27) and (29) have the same form and the inverse matrices \( A_{21}^1, A_{31}^1 \) and \( A_{41}^1 \) are asymptotically stable for all \( R > 0, L > 0 \) and \( C > 0 \). Therefore, the asymptotic stability of the electrical circuits is independent how are connected the elements \( R, L \) and \( C \).

The characteristic equation of the matrix \( A_{21}^1 \) has the form

\[
det[I_2s - A_{21}^1] = s^2 + \frac{1}{L}s + \frac{1}{C} = 0.
\]

Angles between state matrices of linear electrical circuits

In this section the angle between two matrices will be defined and used in linear electrical circuits. To any given matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times m} \) the following two corresponding vectors can be defined:

\[
\hat{A} = [a_{11} \ldots a_{1m} a_{21} \ldots a_{2m} \ldots a_{nm}]^T \in \mathbb{R}^m
\]
and

\[
\hat{B} = [b_{1j} \ldots b_{1j} a_{2j} \ldots a_{2j} \ldots a_{mj}]^T \in \mathbb{R}^m
\]

Using the vectors of the matrices \( A \in \mathbb{R}^{n \times m} \) and \( B \in \mathbb{R}^{n \times m} \) we may define the following scalar product of the two matrices.

Definition 1. The scalar

\[
(A, B) = \hat{A}^T \hat{B} = \sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij}b_{ij}
\]

is called the scalar product of the matrices \( A \) and \( B \). In particular case if \( A = B \) then

\[
(A, A) = \|A\|^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij}^2 > 0
\]

for any nonzero matrix \( A \in \mathbb{R}^{n \times m} \).

Using (33) and (34) we may defined the angle \( \phi \) between two given matrices \( A \) and \( B \) of the same dimensions.

Definition 2. The angle defined by

\[
\phi = \phi_{A,B} = \arccos \left( \frac{(A, B)}{\|A\| \|B\|} \right) = \arccos \left( \frac{(A, B)}{\|A\|} \right), \quad 0 < \phi < \pi
\]

is called the angle \( \phi \) between the matrices \( A \) and \( B \). The relation (35a) can be equivalently written in the form

\[
\cos \phi = \cos \phi_{A,B} = \frac{(A, B)}{\|A\| \|B\|} \left( \frac{A}{\|A\|} \right).
\]

From (35b) it follows \( \cos \phi_{A,B} = \cos \phi_{B,A} \) and \( \cos \phi_{A,-B} = \cos \phi_{B,A} \).

In particular case if \( \hat{B} = \hat{A} \) then from (35b) we have \( \cos \phi = 1 \) and \( \phi = 0 \).

Example 2. Find the \( \cos \phi \) between the following matrices

\[
A = \begin{bmatrix} 1 & -2 \\ 0 & 1 \\ 2 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 2 \\ 1 & 0 \\ -1 & 1 \end{bmatrix}
\]

In this case

\[
\cos \phi = \frac{A^T B}{\|A\| \|B\|} = \frac{\begin{bmatrix} 1 & -2 \\ 0 & 1 \\ 2 & 3 \end{bmatrix} \begin{bmatrix} 0 & 2 \\ 1 & 0 \\ -1 & 1 \end{bmatrix}}{\sqrt{10} \sqrt{10}} = \frac{1}{10}.
\]
Theorem 4. The angle $\varphi$ between the matrices (39) is equal to $\frac{\pi}{2}$ if the Hadamard product (40) of the matrices (39) is zero matrix.

**Proof.** From Definitions 1 and 3 it follows that $A \odot B = 0$ implies

$$ \sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij} b_{ij} = 0. $$

In this case from (35b) we obtain $\cos \varphi = 0$ and $\varphi = \frac{\pi}{2}$. □

**Example 4.** Using (40) for the matrices

$$ A = \begin{bmatrix} 1 & 0 & -2 \\ 0 & -1 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \\ 2 & 0 \end{bmatrix}, $$

we obtain

$$ A \odot B = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} $$

and

$$ (A, B) = \sum_{i=1}^{2} \sum_{j=1}^{3} a_{ij} b_{ij} = 0. $$

Therefore, by Theorem 4 the angle between the matrices (42) is equal $\frac{\pi}{2}$.

**Theorem 4.** The angle $\varphi$ between the matrices $A = [a_{ij}] \in \mathbb{R}^{n \times m}$, $B = [b_{ij}] \in \mathbb{R}^{n \times m}$ satisfies the condition $\cos \varphi \geq 0$ if and only if

$$(A, B) = \sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij} b_{ij} \geq 0$$

and $\cos \varphi < 0$ if and only if

$$(A, B) = \sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij} b_{ij} < 0.$$  

**Proof.** Note that if (45a) is satisfied then from (35b) it follows that $\cos \varphi \geq 0$ since $|A| > 0$ and $|B| > 0$.

Proof of (45b) is similar. □

A matrix $A = [a_{ij}] \in \mathbb{R}^{n \times m}$ is called the Metzler matrix if $a_{ij} \geq 0$ for $i \neq j$, $i, j = 1, ..., n$. The Metzler matrix is asymptotically stable (Hurwitz) if and only if there exists a strictly positive vector $\lambda = [\lambda_1, ..., \lambda_n]$, $\lambda_k > 0$, $k = 1, ..., n$ such that [17]

$$ A \lambda < 0. $$

Examples of electrical circuits with Metzler state matrix $A$ are given in [17].

**Theorem 5.** The angle $\varphi$ between two asymptotically stable Metzler matrices $A = [a_{ij}] \in M_n$, $B = [b_{ij}] \in M_n$ satisfies the condition $0 < \varphi < \frac{\pi}{2}$.

**Proof.** From (45) it follows that the diagonal entries $a_{ii}$ and $b_{ii}$ for $i = 1, ..., n$ of asymptotically stable Metzler matrices $A$ and $B$ are negative. In this case the condition (45a) is satisfied and $0 < \varphi < \frac{\pi}{2}$. □

**Example 5.** Consider the following two asymptotically stable Metzler matrices

$$ A = \begin{bmatrix} -2 & 1 \\ 0 & -3 \end{bmatrix}, \quad B = \begin{bmatrix} -1 & 1 \\ 0 & -1 \end{bmatrix}. $$

Using (33), (35b) and (47) we obtain

$$ A \odot B = \begin{bmatrix} 1 & 0 \\ 2 & 0 \end{bmatrix}, \quad (A, B) = 6, \quad |A|^2 = 14, \quad |B|^2 = 3 $$

and

$$ \cos \varphi = \frac{(A, B)}{|A||B|} = \frac{6}{\sqrt{14} \sqrt{3}} = 0.926. $$

This confirms the thesis of Theorem 5.

**Example 5.** Find the $\cos \varphi$ between asymptotically stable Metzler matrix $A$ given by (47) and the unstable Metzler matrix

$$ B = \begin{bmatrix} 1 & 1 \\ 0 & 2 \end{bmatrix}. $$

In this case we obtain

$$ A \odot B = \begin{bmatrix} 1 & 0 \\ 2 & 0 \end{bmatrix}, \quad (A, B) = 7, \quad |A|^2 = 14, \quad |B|^2 = 6 $$

and

$$ \cos \varphi = \frac{(A, B)}{|A||B|} = \frac{-7}{\sqrt{14} \sqrt{6}} = -0.764. $$

**Theorem 6.** Consider the electrical circuits shown in Fig. 2 with given parameters $R$, $L$, $C$ for two choices of the components of their state vectors. The angles between two matrices corresponding to different choice of the state variables in state vectors is the same.

$$ \cos \varphi_k = \frac{|A_{11}|}{|A_{12}|} \frac{|A_{21}|}{|A_{22}|} = \frac{2}{L/R^2} \frac{L}{C + L/C} $$

for $k = 2, 3, 4$.

**Proof.** Using (35b), (16b) and (16d) we obtain
For the electrical circuit shown in Fig. 1 we have

\[
\begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{C} \\
0
\end{bmatrix},
\begin{bmatrix}
0 \\
\frac{1}{L} \\
-\frac{1}{RC}
\end{bmatrix}
\]

and

\[
\cos \varphi_2 = \frac{\langle \overline{A}_{21}, \overline{A}_{22} \rangle}{|\overline{A}_{21}| |\overline{A}_{22}|} = -\frac{2}{\frac{L}{R^2C} + \frac{C}{L} + \frac{C}{L}}.
\]

since

\[
|\overline{A}_{21}| = |\overline{A}_{22}| = \sqrt{\left(\frac{1}{RC}\right)^2 + \left(\frac{1}{L}\right)^2 + \left(\frac{1}{C}\right)^2}.
\]

Proof for \( k = 3,4 \) is similar. \( \square \)

**Remark 1.** For the electrical circuit shown in Fig. 1 the angle between two matrices \( A_{11} \) and \( A_{12} \) is given by

\[
\cos \varphi = \frac{\langle \overline{A}_{11}, \overline{A}_{12} \rangle}{|\overline{A}_{11}| |\overline{A}_{12}|} = -\frac{2}{\frac{C}{L} + \frac{L}{C}} < 0
\]

and is different from the ones of Fig. 2.

Now let us consider the angles between the state matrices of the electrical circuits \( A_{k1} \) and their inverses \( A_{k1}^{-1} \) for \( k = 1,\ldots,4 \).

Taking into account that for the electrical circuit shown in Fig. 1

\[
A_{11} = \begin{bmatrix}
0 & \frac{1}{C} \\
-\frac{1}{L} & -\frac{1}{RC}
\end{bmatrix}
\]

and \( A_{11}^{-1} = \begin{bmatrix}
-RC & -L \\
C & 0
\end{bmatrix} \), we obtain

\[
\begin{bmatrix}
0 \\
\frac{1}{C} \\
-\frac{1}{L} \\
\frac{1}{RC}
\end{bmatrix},
\begin{bmatrix}
-RC \\
L \\
C \\
0
\end{bmatrix}
\]

and

\[
\cos \varphi_3 = \frac{\langle \overline{A}_{11}, \overline{A}_{11}^{-1} \rangle}{|\overline{A}_{11}| |\overline{A}_{11}^{-1}|}
\]

\[
= -\frac{\frac{C}{L} + \frac{L}{C}}{\sqrt{\left(\frac{1}{C}\right)^2 + \left(\frac{1}{L}\right)^2 + \left(\frac{R}{C}\right)^2 + \left(\frac{C^2}{L} + \frac{L^2}{C} + \frac{L^2}{C}\right)}} < 0.
\]

For the electrical circuit shown in Fig. 2a we have

\[
\begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{C} \\
0
\end{bmatrix},
\begin{bmatrix}
0 \\
\frac{1}{L} \\
-\frac{C}{L}
\end{bmatrix}
\]

and

\[
\cos \varphi_3 = \frac{\langle \overline{A}_{21}, \overline{A}_{21}^{-1} \rangle}{|\overline{A}_{21}| |\overline{A}_{21}^{-1}|}
\]

\[
= -\frac{\frac{C}{L} + \frac{L}{C}}{\sqrt{\left(\frac{1}{C}\right)^2 + \left(\frac{1}{L}\right)^2 + \left(\frac{R}{C}\right)^2 + \left(\frac{C^2}{L} + \frac{L^2}{C} + \frac{L^2}{C}\right)}} < 0.
\]

**Corollary 2.** From comparison of (58b) and (60b) we have \( \cos \varphi_3 = \cos \varphi_4 \) and all \( \cos \varphi_k \), \( k = 1,2,3,4 \) are negative.

The above considerations can be extended to linear electrical circuits for \( n > 2 \).

**Concluding remarks**

Generalized Frobenius matrices and their inverses have been applied in analysis of the linear electrical circuits. The properties of generalized Frobenius matrices have been analyzed. It has been shown that if the state matrix of electrical circuit has generalized Frobenius form then its inverse system matrix has also Frobenius form. The notion of an angle between state matrices of linear electrical circuits has been proposed and its basic properties have been investigated. The considerations have been illustrated by examples of linear electrical circuits with state matrices.
in generalized Frobenius forms. The considerations can be easily extended to fractional linear electrical circuits.
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