Fixed-band hysteresis temperature control of induction cooking system

Abstract. Induction cooking has several advantages: best security, pan heating without thermal inertia, etc.... To further improve the performances of this system, in this paper we present a method that yields a better homogeneity of temperature on the pan’s bottom and a good regulation of the temperature. Firstly we propose an inductor structure with four slots containing the coils and we will use the optimization method based on WI PSO technique combined with the 2D FEM method in order to determine the optimal slots distribution and their dimensions. Secondly, a temperature control technique based on the so-called Fixed-band hysteresis (FBHTC) method is used in order to limit the excess temperature on the pan’s bottom and to get the desired value suitable for cooking (150-200°C). The optimized structure of the inductor and the regulation of the temperature permit us to achieve our goal.
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Streszczenie. W artykule zaprezentowano metodę poprawy jednorodności temperatury spodu podgrzewanego indukcyjnie naczynia. Zapropowano optymalizację konstrukcji odbiornika elektromagnetycznego, poprawiono też metodę sterowania temperaturą bazując na algorytmie FBHTC – Fixed-band hysteresis. Poprawa właściwości grzejnych i możliwości sterowania temperatur w kuchniach indukcyjnych

Keywords: kuchnie indukcyjne, metoda elementów skośnych, induktor grzejny.

Introduction

Induction cooking provides faster heating, improved thermal efficiency, and low pollution comparable to a gas burner [1].

The principle of induction heating is based on three rules (laws of lentz, lorentz and joule) where the magnetic field created by the inductor induces eddy currents on the pan’s bottom and these induced currents cause the heating of the pan by Joule effect [2].

The plan of this work is twofold: Firstly, to obtain an inductor geometry giving a uniform distribution of the temperature on the bottom of the pan. Secondly we propose a technique of control of this temperature. The temperature distribution on the pan’s bottom is determined by modelling the electromagnetic phenomena of the system by a 2D finite element method (FEM) and taking into consideration the nonlinearity of the system [3]. In order to have a homogeneous temperature on the pan’s bottom, we propose an inductor structure in which the coils are optimally placed in slots (Fig. 1).

The optimal inductor geometry giving a uniform distribution of the temperature was obtained in previous researches by using intelligent methods of optimizations (Genetic Algorithms and Neural Networks) [3] [4], but by varying distances di only (Fig. 1). The goal of this work is to find an optimal inductor geometry that gives a better uniformity of the temperature distribution than that obtained in [3] [4], by varying both parameters (di and zi) simultaneously (Fig. 1).

However to achieve such a goal, we model the magneto-thermal phenomena of the system by a finite element method (FEM), combined with the improved weight particle swarm optimization method (WIPSO). After obtaining the best distribution of temperature (Fig. 8). The latter figure shows that the temperature increases up to 760°C (curie point of pan’s material) which exceeds the value of cooking (150°C - 200°C). To have the desired temperature of cooking, we used a regulation’s technique of temperature based on of Fixed-band hysteresis (FBH) method [11].

This paper is organised as follows: in section 2, the mathematical modeling and finite element analysis are presented. The temperature distribution from the use of the uniform dimension of slots is determined in section 3. In order to have a uniform temperature distribution, in section 4 the optimal dimensions of slots are calculated from the use of WIPSO technique. The utilisation of the Fixed-Band hysteresis to control the temperature evolution is given in section 5. Finally the conclusion is presented in Section 6.

Mathematical Modeling and Finite Elemente Analysis

The aim is to search for a uniform distribution of the temperature on the pan’s bottom of the cooking device. To achieve this aim, it is important to establish the mathematical model of the system. The mathematical modeling of induction cooking devises uses both the magneto-dynamic and the thermal equations. The magneto-dynamic formulation is useful for the determination of the distribution of induced currents generated by the inductor which represent the image of the temperature distribution on the pan’s bottom. The eddy current density and the heat source density can be calculated by solving the coupled magneto-dynamic and heat equations. Since the system possesses an axial symmetry, a 2D solution is possible.

Using the magnetic vector potential A, the electromagnetic phenomena are modeled by the well-known magneto-thermal equations, which are giving by equations (1) to (3) [5-6].

\[ j \sigma \frac{\partial A}{\partial r} - \frac{\partial}{\partial r} \left( \frac{\partial A}{\partial \varphi} \right) - \frac{\partial}{\partial \zeta} \left( \frac{\partial A}{\partial \zeta} \right) = J \]

\[ \lambda \nabla^2 T + q = \rho_a C_p \frac{\partial T}{\partial t} \]

Fig.1. Inductor with four slots
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\[ q = \frac{1}{r} \sigma \omega e^{-\lambda r} \]

where: \(\overrightarrow{A}\) - is the magnetic vector potential; \(r, t\) - are the radial distance from the axis and the time respectively; \(\nu, \sigma, \omega\) - are the magnetic reluctivity, the electric conductivity, and the angular frequency, respectively; \(J, T\) - is the current density and the temperature respectively; \(\lambda, \rho_m, C_p\) - are the thermal conductivity, the mass density, and the specific heat, respectively.

It remains to achieve the magneto-thermal model to give boundary conditions. The finite element method 2D-FEM was used for the numerical modeling of both the governing equation (1) and (2) using the following boundary conditions Eq. (4) and (5):

- The boundary conditions in the borders of the pan are of Neumann type conditions equation (4).

\[ -\lambda \frac{\partial T}{\partial n} = h(T - T_n) \]

- The boundary conditions for the electromagnetic problem are of :Dirichlet type according to equation (5).

\[ (A = 0) \]

where : \(h\) - is the heat transfer coefficient; \(T_n\) - is the ambient temperature.

In this work, we propose that \(h\) has a constant value along the radius of the pan[7].

The pan is made of a material of stainless-steel the properties of which are given in [3].

**Calculation and Determination of the Temperature Distribution before Optimization**

The numerical model is an induction heating pan. The inductor has four slots containing the exciting coils. For the first step we consider that the dimensions (distances \(d_i\) and thicknesses \(z_i\)) of the slots and distances between the slots have a uniform distribution as shown in (Fig.2), where \(d_i=15.55\text{mm}\) and \(z_i=2\text{mm}\). The other parameters are shown in table.1, except the value of the current density which is equal to \((2.5 \times 10^6 \text{A/m}^2)\) in this work.

**Table 1. Parameters of system**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Magnitude</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R)</td>
<td>Radius of pan</td>
<td>140mm</td>
</tr>
<tr>
<td>(e_i)</td>
<td>Inductor thickness</td>
<td>3.8mm</td>
</tr>
<tr>
<td>(e_g)</td>
<td>Gap thickness</td>
<td>4mm</td>
</tr>
<tr>
<td>(e_c)</td>
<td>Container thickness</td>
<td>3mm</td>
</tr>
<tr>
<td>(d_i, d_o, d)</td>
<td>Distances</td>
<td>15.55mm</td>
</tr>
<tr>
<td>(e_t)</td>
<td>Throat thickness</td>
<td>2mm</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Ferrite relative permeability</td>
<td>2500</td>
</tr>
<tr>
<td>(f)</td>
<td>Frequency</td>
<td>(20\times10^6\text{Hz})</td>
</tr>
<tr>
<td>(J)</td>
<td>Current density</td>
<td>(2.5\times10^6 \text{A/m}^2)</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Thermal conductivity, (\text{W/m}\cdot\text{K})</td>
<td>25</td>
</tr>
</tbody>
</table>

The magneto-thermal calculation of our system are given by following steps:

1. Initialization of the electric conductivity, the magnetic permeability, and the temperature \(\sigma_0, \mu_0, T_0\)
2. Calculation of the magnetic vector potential \((A)\) by use of equation (1).
3. Calculation of the heat source density is given by equations (2) and (3).
4. Calculation of the temperature where we use a time step of \(10\text{(sec)}\). If \(T \leq 650\text{C}\) go back to step 2 or else go to step 5
5. Display of the results

Fig.3. Temperature evolution versus time

Fig.4. Temperature distribution on pan’s bottom

The simulation results obtained are shown in Fig. 3 and Fig. 4. It is clear from Fig. 4 that the temperature distribution on the pan’s bottom is not uniform. Fig. 3 shows that the temperature evolution in the center of the pan’s bottom is stopped at the value of 760 C°(curie point of pan’s material) [4-6].

**Temperature Distribution with Optimization**

The objective is to have a homogeneous temperature distribution on the pan’s bottom. In this work we suggest the use of The PSO Algorithm to determine the best dimensions of slots (coils) in the inductor by modifying simultaneously the slots’ distances \((d_i)\) and their thickness \((z_i)\). This type of optimization is widely used in nonlinear and complex systems [8].

**Problem Presentation**

The problem is to find an objective function equation (7) which gives better results. For that, several iterations \(k\) of calculation tests must be done in order to determine the optimal geometry of the inductor. The diagram is
summarized in Fig 5. The optimization problem can be formulated as the following equations (6) and (7).

\[
(6) \quad \text{MIN } f_{obj}(d, z) = f_{obj}(d_1, z_1, d_2, z_2, \ldots, d_9, z_9) \\
(7) \quad f_{obj}(d, z) = \sum_{i=1}^{N_T} \left[ T_i - T_f \right] \leq \varepsilon
\]

where: \(d_i\) - is the distances of the slots and the space between the slots; \(z_i\) - is the thicknesses of slots; \(T_f\) - is the calculated temperature at each point in the bottom of the pan; \(T_i\) - is the desired temperature; \(NT\) - is the number of points in along the bottom of the pan in which the temperature is calculated.

![Diagram of Particle Swarm Optimization](https://example.com/diagram)

**Particle Swarm Optimization**

PSO Algorithm has been developed by Kenedy and Eberhart in 1995, and it is based on the movement of a group of animals like a school of fish or a swarm of bees [8-9].

In this technique a swarm (population) comprises a number of particles (individuals) and each particle is represented by a number of parameters to be optimized. Each particle position represents a candidate solution of the optimization problem.

In PSO, each particle in the swarm moves in a D-dimensional space searching for the best position which is defined by an objective function.

In this work, there are thirteen parameters, \(d_1, d_2, d_3, d_4, d_5, d_6, d_7, d_8, d_9\) and \(z_1, z_2, z_3, z_4\), to be estimated, which is equal to the dimension of each particle.

**WIPSO Technique**

The PSO Algorithm begins with a randomly generated position of the swarm and each particle moves in the search space with a randomly generated velocity [9].

In this work, the \(i\) particle is defined as:

\[
[d_1, d_2, \ldots, d_9, z_1, z_2, \ldots, z_4]
\]

The position and the velocity vector of each particle at iteration \(k\) in the thirteen dimensional spaces are given by the equations (8) and (9) respectively.

\[
(8) \quad [d_1, d_2, \ldots, d_9, z_1, z_2, \ldots, z_4] =
\begin{bmatrix}
  d_1^k \\
  d_2^k \\
  \vdots \\
  d_9^k \\
  z_1^k \\
  z_2^k \\
  \vdots \\
  z_4^k
\end{bmatrix}
\]

\[
(9) \quad [V_1^k, V_2^k, \ldots, V_9^k, V_{z1}^k, V_{z2}^k, \ldots, V_{z4}^k] =
\begin{bmatrix}
  V_{11}^{k-1} V_{21}^{k-1} \ldots V_{91}^{k-1} V_{z1}^{k-1} V_{z2}^{k-1} \ldots V_{z4}^{k-1} \\
  V_{12}^{k-1} V_{22}^{k-1} \ldots V_{92}^{k-1} V_{z1}^{k-1} V_{z2}^{k-1} \ldots V_{z4}^{k-1} \\
  \vdots \\
  V_{19}^{k-1} V_{29}^{k-1} \ldots V_{99}^{k-1} V_{z1}^{k-1} V_{z2}^{k-1} \ldots V_{z4}^{k-1}
\end{bmatrix}
\]

The positions of each particle are randomly generated, and we need to control them by the following equations (10) to (12).

\[
(10) \quad d_{\text{min}} \leq d_i \leq d_{\text{max}} \\
(11) \quad z_{\text{min}} \leq z_i \leq z_{\text{max}} \\
(12) \quad R_{\text{min}} \leq \sum_{i=1}^{10} g_i R_{\text{max}}
\]

The position giving the best fitness value at iteration \(k\) of the each particle is saved and represented as:

\[
\{pbest_1^k, pbest_2^k, \ldots, pbest_9^k, pbest_{z1}^k, pbest_{z2}^k, \ldots, pbest_{z4}^k\}
\]

The best position giving the best fitness value at iteration \(k\) is represented by:

\[
\{Gbest_1^k, Gbest_2^k, \ldots, Gbest_9^k, Gbest_{z1}^k, Gbest_{z2}^k, \ldots, Gbest_{z4}^k\}
\]

To improve the quality of the solution and the convergence characteristics, the standard PSO technique is modified by the use of the time varying acceleration coefficient, and the time varying inertia weight factor [10].the updated position and velocity of each particle of WIPSO can be expressed by equations (13) and (14).

\[
(13) \quad V_i^{k+1} = w_{\text{max}} \cdot V_i^k + C_1 \cdot \text{rand}_1 \cdot (\text{pbest}_i^k - X_i^k) + \\
C_2 \cdot \text{rand}_2 \cdot (\text{Gbest}_i^k - X_i^k)
\]

\[
(14) \quad X_i^{k+1} = X_i^k + V_i^{k+1}
\]

where: \(V_i^k\) - is the velocity of particle \(i\) at iteration \(k\); \(\epsilon_i\) - is the inertia weight; \(C_1, C_2\) - are the acceleration coefficients; \(\text{rand}_1, \text{rand}_2\) - are random numbers between 0 and 1; \(X_i^k\) - is the position of particle \(i\) at iteration \(k\); \(\text{pbest}_i^k\) - is the Best position of particle \(i\) at iteration \(k\); \(\text{Gbest}_i^k\) - is the Best position of the swarm until iteration \(k\).

At each time step, the position and the velocity of each particle \(i\) are updated by evaluating the objective function and comparing between the new solution (best position) with the old \(P\text{best}_i\) (the best position for the \(i\) particle at iteration \((k-1)\)) and \(G\text{best}\) (the best position of the swarm at iteration \((k-1)\)) [9-10].

The weighting function is calculated as:

\[
\epsilon_i = \epsilon_{\text{max}} - \epsilon_{\text{max}} - \epsilon_{\text{min}} / \epsilon_{\text{max}}
\]
\[ \omega_{\text{new}} = \omega_{\text{min}} + \alpha \cdot \text{rand} \]

\[ C_i = C_i^{\text{max}} - \frac{C_i^{\text{max}} - C_i^{\text{min}} \cdot \text{iter}}{\text{iter}^{\text{max}} - \text{iter}^{\text{min}}} \]

where: \( \omega_{\text{max}}, \omega_{\text{min}} \) - are the maximal and the minimal weight values respectively; \( \text{iter}^{\text{max}}, \text{iter}^{\text{min}} \) - are the maximum number of iterations and the current iteration number respectively; \( C_i^{\text{max}}, C_i^{\text{min}} \) - are the maximal and minimal cognitive coefficients respectively, \( C_i^{\text{max}}_2, C_i^{\text{min}}_2 \) - are the maximal and minimal social coefficients respectively; \( \text{rand} \) - is a Random number between 0 and 1.

**Proposed Work Implementation**

To determine the optimal slots distribution and their dimensions, PSO algorithm has been used and the following steps have been followed for implementation.

- **Step 1**: initialize the population size \( m \), set the maximum iteration \( \text{iter}^{\text{max}} \), inertia weight \( \omega \), acceleration constants \( C_1, C_2 \) and the number of parameter \( n \) to be optimized set the parameters of the simulated system as shown in table (1).

- **Step 2**: randomly generate the initial position and velocity of each particle in swarm as shown in equations (8) to (12).

- **Step 3**: for each particle parameter, solve the magneto-thermal problem and then evaluate the fitness function (the process of calculation of the fitness function for each particle parameter is shown in Fig.5.)

- **Step 4**: assign ‘Pbest’ as the best fitness values of particle position; assign ‘Gbest’ as the best fitness values among all particle

- **Step 5**: the steps 5-1 and 5-2 are repeated until the termination criteria are achieved, or until the number of iteration reaches its maximum limit
  - **Step 5-1**: At each iteration \( k \), the updated velocity and position of \( i \) particle are given by equations (13) and (14).
  - **Step 5-2**: for each particle \( i \) evaluate a fitness function (similar to step3). Assign the new ‘Pbest’ and ‘Gbest’ (similar to step4)

- **Step 6**: produce the Gbest of particles
  
  \[ \{ \text{Gbest}_1, \text{Gbest}_2, \ldots, \text{Gbest}_k \} \]

and then take them as optimal dimensions of the slots in the inductor which give a uniform temperature distribution on the pan’s bottom.

**Simulation and results**

The proposed method is developed in matlab, and the simulations were done on a computer with Intel (R) Pentium (R) CPU @2.16 GHz 2.16 GHz 2 GB RAM. The parameters of the WIPSO algorithms are shown in table 2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Inertial weight</th>
<th>Acceleration Coefficients</th>
<th>Population size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wipso</td>
<td>( \omega_{\text{max}} = 0.4 )</td>
<td>( C_1^{\text{max}} = 2 )</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>( \omega_{\text{min}} = 0.9 )</td>
<td>( C_1^{\text{min}} = 0.1 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( C_2^{\text{max}} = 0.1 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( C_2^{\text{min}} = 2 )</td>
<td></td>
</tr>
</tbody>
</table>

The numerical results are achieved after 40 iterations corresponding to about 10 h. with an acceptable error of \( \varepsilon = 0.025 \). The temperature distribution is represented in Fig. 7. After convergence, the WIPSO method gives a homogeneous distribution of the temperature along a ray of the pan. The best dimensions of the slots are shown in table 3, whereas the optimal geometry of the inductor is shown in Fig 6. The evolution of the temperature as a function of time in the centre on the pan’s bottom is shown in Fig 8.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>di, zi (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1</td>
<td>16.7</td>
</tr>
<tr>
<td>d2</td>
<td>18.1</td>
</tr>
<tr>
<td>d3</td>
<td>15</td>
</tr>
<tr>
<td>d4</td>
<td>16.7</td>
</tr>
<tr>
<td>d5</td>
<td>15.5</td>
</tr>
<tr>
<td>d6</td>
<td>17.8</td>
</tr>
<tr>
<td>d7</td>
<td>10.8</td>
</tr>
<tr>
<td>d8</td>
<td>23.1</td>
</tr>
<tr>
<td>d9</td>
<td>6.3</td>
</tr>
<tr>
<td>z1</td>
<td>3.2</td>
</tr>
<tr>
<td>z2</td>
<td>2.5</td>
</tr>
<tr>
<td>z3</td>
<td>2.1</td>
</tr>
<tr>
<td>z4</td>
<td>2.5</td>
</tr>
</tbody>
</table>

**Fig.6. Geometry of the inductor obtained with WIPSO**

**Fig.7. Temperature distribution on pan’s bottom**

**Fig.8. Temperature evolution as a function of time in centre of pan**

From figure 8, We can see that the temperature obtained exceeds the desired temperature of cooking (150°C-250°C) and increases up to 600°C and more. For this reason, we suggest a control method of temperature based on Fixed-Band hysteresis.
Fixed-Band hysteresis temperature control (FBHTC)

The purpose of using a controller is to control the temperature on the pan’s bottom around the value of cooking temperature (150°C - 250°C). In this section, we have used the optimal geometry obtained with WIPSO technique to control the temperature evolution versus time.

After regulation

To control linear systems, a mathematical model (transfer function) is used; for example PID controller. Concerning nonlinear systems, such as a thermal system, it’s difficult to model or represent them by a linear model. In this case, the nonlinear systems may not be properly controlled.

In this work, the induction cooking is complex nonlinear system so, it’s not easy to obtain an accurate mathematical model that can be used to adjust the temperature of the pan. For this reason, we use a control system based on the fixed-band hysteresis control [11-12], which is represented in Fig 9. and Fig 10, to control the temperature evolution in the pan bottom.

Fig.9. General Scheme of A fixed-band hysteresis temperature control of system

In each time step, the obtained temperature ($T_m$) on the pan’s bottom is returned to be compared with the reference desired temperature ($T_c$).

The difference between the temperature obtained and the reference temperature is called the temperature error ($T_e$). The latter is compared with the upper band and the lower band of the hysteresis controller to determine the sequence of switching $d_k$, as shown in Fig. 11.

Fig.10. Model used of A fixed-band hysteresis temperature control of system

- in the case where the value of the temperature error reaches the upper value of the band, the switch $d_k$ will be activated
- if the value of the temperature error reaches the lower value of the band the switch $d_k$ will be deactivated

In this algorithm, the band width is kept constant during all the calculation process of the temperature. The algorithm for this technique is given as:

$$T_C(t) = T_M + H_B$$ if $T_C(t) - T_M(t) > H_B$

then $d_k$ OFF

$$T_C(t) = T_M - H_B$$ if $T_C(t) - T_M(t) < -H_B$

then $d_k$ ON

$T_c$ - the reference temperature; $T_m$ - temperature obtained; $H_B$ - is the band width

Fig.11. Temperature evolution as a function of time after regulation

The results of the regulation are shown in Fig 11, where we see that the use of Fixed-Band hysteresis control assures a good regulation, and limits the temperature variation within the band used for cooking, which oscillates between 160 C° and 220 C°.

Fig.12. Temperature distribution after optimization and regulation

Figure 12, shows that after optimization and regulation of the temperature, we have the desired homogeneous temperature on the pan’s bottom corresponding to the cooking temperature range.

Conclusion

In this paper, we presented a way to achieve a uniform distribution of the temperature of an induction heating cooking system. A finite element method is used to analyze the magneto-thermal problem, and a PSO technique is employed on the induction-heating cooking device, to optimize the structure of the slots in the inductor.

A technique of regulation has been adopted for the work using the Fixed-Band hysteresis temperature control to find out the adapted temperature for the induction cooking system. The main feature of this FBHC method is the simplicity of implementation, and its robustness.

This study shows that the proposed technique (FBHTC) gives a good regulation of the temperature which is in the cooking range, i.e. between 150-250 C.
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