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Abstract. MIMO (multiple in multiple out) antenna system draw attention in the recent years due to its potential for achieving high data rates. In this 
work novel DSP algorithm and FPGA implementation will be presented that allows transmitting M data streams to M receiving antennas from N 
transmitting antennas (M  N) into the same frequency with total interference suppression while maximizing channel gain for each data stream at the 
same time.     
 

Streszczenie. W artykule zaprezentowano nowy algorytm DSP z implementacja w FPGA umożliwiający transmisję strumienia M danych do M 
anteny odbiornika z anteny przesyłowej N (M  N) z tą sama częstotliwością z tłumieniem zakłóceń – przy maksymalizacji wzmocnienia dla każdego 
strumienia danych w kanale. (Projekt i implementacja FPGA modułu do przestrzennego multipleksowania w systemie MIMO w wieloma 
użytkownikami) 
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Introduction 
In the past decade numerous DSP algorithms that utilise 

MIMO system potential for achieving high data rates were 
presented [1-3]. Many of these algorithms are using 
multiuser interferece cancelation (MUIC) techniques which 
are usually based on SVD (singular value decomposition) 
method. Methods for SVD calculaton, described in [4] , are 
complex iterative algorithms with also complex FPGA 
implementation [5]. In some papers methods based on 
Gram Schmidt ortogonalization (GSO) [6] or Cholesky 
factorisation [7] are used for MUIC for achiving smaller 
complexity.  

But none of the above papers are dealing with  
implementation of presented DSP algorithms. In this paper 
new DSP algorithm (Successive interference cancelation 
with GSO – SICwGSO) based entirely on GSO is presented 
and realized in Xilinx FPGA chip.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
Fig. 1 System model 
 

SICwGSO is decribed in details, FPGA implementation 
is presented and it's performance through hardware co-
simulation is evaluated. Then complexity of this algorithm is 
compared to algorithm in [8] (Block diagonalisation for 
throughput maximization - BDfTM), which uses SVD 
method for MUIC. This BDfTM algorithm is used as a 
reference since in many papers it is a reference for 
comparition [9][10]. It is shown that SICwGSO is much less 
complex than BDfTM and can be easily realized with simple 
combinational network in FPGA. Last section is the 
conclusion of this paper.  

System model 
 In Fig. 1 system model is presented where symbols 

Mxxx ,...,, 21  are transmitted to users MS1 to MSM from 

base stations BS1 to BSN in the same time slot and using 
same frequency band. Base stations (BS) N transmitting 
antennas and M users receiving antennas forms NxM 
MIMO system. Each BS receives, from MIMO forming 

block, it's transmitting/receiving coefficients 1W... NW  and 

modulated symbol values c
kx  which are calculated in 

MIMO forming block, based on knowledge of NxM MIMO 
channel values. 
It is assumed that these channel values are known at BS's.  
 

System equations 
For system in Fig. (1) system equations are:  
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where ' ' is a vector multiplication and '  ' is scalar 

multiplication. Each symbol ix is multiplied with transmitting 

vector TiW  and is transmitted from all transmitting 

antennas. Values iH  presents channel coefficients from all 

transmitting antennas to user MSi. Value RiW is receiving 

coeffcient for user MSi and SiN  represents white noise 

sample for user MSi. Equations from (1) can be presented 
as: 
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. . 

where values iB  and iF  represents backward and 

forward interference. In this paper SICwGSO algorithm for 
suppressing backward interference and it's implementation 
in FPGA Xilnix Virtex-4 chip wll be presented. Forward 
interference suppression method will be briefly described. 
 
SICwGSO algorithm 

 Equations in (1) and (2), with assumption that iF =0, 

are: 
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where values in sets 1I ... 1MI represents backward 

interference. Gram Schmidt method will be used for 
backward interference suppression. 
 With Gram Schmidt method [11] orthogonal space for 
any vector can be calculated. Equations for calculating 
orthogonal space using Gram Schmidt method are: 
 

(4)  

1 1

2 2 1 1 2 1

3 3 1 1 3 1 2 2 3 2

1 1 1 1 1 1

( )/

( )/ ( )/

.

( )/ ... ( )/N N N N N N N

R V

R V R R V R

R V R R V R R R V R

R V R R V R R R V R  



   

      

       

 

 

where iR  is a module of iR . Vectors 

NRR ...1 represents orthogonal space and vectors 

NVV ...1 represents input vectors for calculating NRR ...1 .  

If we want to suppress backward interference jI  then 

11  jHV  and vectors NVV ...2 can have any value. 

Vectors NVV ...2  represents degrees of freedom which can 

be used for optimization of FPGA implementation. Now 
matrix can be formed as: 
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 This matrix is orthogonal on 11  jHV . Then this process 

will be repeted for matrix )1(22   jjj
m
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result )2( jjW , then for matrix 
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so on until matrix jMW  is calculated for 
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resulting matrix is: 
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Matrix jW , which suppress backward interference 

jI  1,...,1,  Mj , has dimension Nxj and is orthogonal 

to Mj HH ...1 . Transmitting vectors are calculated as: 
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where iD  is vector that will be calculated to maximize 

transfer function Tii WH   for symbol ix  as: 
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Since transfer functions  MiWH Tii ,...,1),log(10    
(value in dB) have different values water filling rule will be 
used to equilize transfer functions values to the mean value 
G where:   
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as it is desired that all users expirience same QOS (quality 
of service). According to water filling rule transmitting vector 

values TiW  are calculated and it’s values normalized as: 
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Received coefficients RiW  are calculated as:  
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Forward interference suppression 
 From (2) the forward interference can be presented as: 
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where 
c
kx  are the modified symbol values calculated to 

suppress forward interference. These modified values can 
be calculated as: 
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SICwGSO  algorithm for 3x3 MIMO system  
 For 3x3 MIMO system equation (2) is: 
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Backward interference values are 

1I ={ 122 TR WHW  , 133 TR WHW  } and 2I ={ 233 TR WHW  }. 

We wil design FPGA module, according to previosly 

described SICwGSO algorithm, that will calculate  1TW  and 

2TW  such that 1I ={0,0} and 2I ={0}. 

 According to Gram Schmidt method ][ 2111
TT

T RRW   
where:  
         

(15)   

312113231322

313311

)()(

)(

HRVRRHVHRHVR

HVHHVR




 

 

and ][ 312
T

T RW   where: 

(16)     

1122

232233 )(

T
m

mmm

WHH

HVHHVR




. 

Then 1TW  is calculated as: 
 

(17)         12111 TTT WWW   . 

Vector 2TW is calculated as: 
 

(18)                  112 TT WW T
TWH )( 112 . 

 

SICwGSO  algorithm design for 3x3 MIMO system for 
FPGA in Xilinx ISE 
 In Xilinx ISE (Integrated System Environment) 
SICwGSO is developed in VHDL. 

  In calculation (15) value of 1V  is nedeed. This vector 

represents degrees of freedom which will be used to 

optimize FPGA design. Value of  1V  is choosen to be [2 2 

1]. Choice of elements of this vector to the value of  
S2 where S is an integer, simplifes FPGA design because  

for multiplying operation with 1V  shift module can be used 
instead of multiplier module. Multiplier module is much more 
complex and causes more propagation delay in FPGA 

design.  Similar is valid for 2V  in (15) and 3V  in (16) . 
  There is not enough space in this paper to present 
whole design so only the top level design is presented in 
Fig. 2 

Inputs in FPGA module are channel values 3H  and 

2H and outputs are 1TW  and 2TW . From Fig. 2 and also 

from (17) and (18) it can be seen that value of 11TW  

(calculated by 'grsch1' block in Fig. 2) is used for calculating 

1TW  as well as 2TW , so complexity of FPGA realization is 

further reduced.  
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Fig. 2 Top level design 
 
 

Hardware co-simulation 
 Design presented in Fig. 2, developed in VHDL in Xilinx 
ISE environment, is compiled and downloaded to ML402 
development board (with XC4VSX35-FF668-10 FPGA 
Xilinx Virtex-4 chip) and it's performance is evaluated. 
Design in Fig. 2 is pure combinational, but due to 
propagation delay that result in negative clocking skew, it 

can't be compiled and memory elements (
1z  blocks) must 

be added behind each multiplier block. Six clock intervals  is 
now nedeed for design to be executed and propagational 
delay is roughly 1/6 of the value before. Clocking period 
(which is 33 ns) is now larger than largest propagation 
delay and design can be compiled and downloaded. Now 
design is ready for hardware co-simulation with Matlab 
program that will simulate BER (bit error rate) of the entire 
system without forward interference (described with 

equations in (14)) using transmitting vectors 1TW  and 2TW  
which are calculated in FPGA Virtex-4 chip configured with 
design in Fig. [2].  Equations (9), (10) and (11) are not part 
of the FPGA design and are calculated in Matlab program. 
Resulting BER is presented in Fig. 3. 
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Fig. 3 BER for 3 users vs. reference BER 

 

In Fig. 3 BER characteristics of 3 users are compared 
with reference characteristic without multiuser interference. 
It can be seen that, with calculation of transmitting vectors 
in FPGA chip, all users have BER characteristics like they 
are alone in the channel. In other words backward 
interference is almost totally suppressed and all users have 
the same quality of service which is the main goal of 
SICwGSO algorithm.    
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Complexity 
 Complexity of SICwGSO algorithm is calculated here in 
terms of required number of operations. Sum of equations 
in (19) represents required number of operation for 
SICwGSO algorithm for NxM MIMO system. 
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First equation represents number of operations required 
for Gram Schmidt method execution (equations in (4)). 
Second equation represents number of operations required 

for calculating modified transfer matricies (matricies 
m
jH ) 

and third equation represents number of operations 
required for calculating transmitting matrix (equations in 
(6)). Complexity of reference BDfTM algorithm can be 
calculated according to SVD complexity given in [12] as: 
 

(20)   )984( 32 NNNM  . 
 

In Table 1 number of operation for these two methods are 
calculated when N=M. 
 

Table 1. Complexity 
N=M 2 3 4 5 6 
SICwGSO 18 188 884 2840 7270 

BDfTM 224 981 2880 6725 13536 
 

It can be seen that SICwGSO has significantly lower 
number of operations especially for MIMO systems which 
are of practical interest (MIMO size less or equal to 4x4). 
Complexity results are also presented graphically in Fig. 4 
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Fig. 4 Complexity comparition between SICwGSO and BDfTM 
 
Lower complexity of SICwGSO algorithm means that less 
FPGA chip area is occupied. Also, since SICwGSO is non 
iterative algorithm, it produces less propagational delay 
than reference BDfTM algorithm which is iterative. 
 
Conclusion 
 In this work novel DSP algorithm (Successive 
interference cancelation with GSO – SICwGSO)  for MIMO 
system for achieving high spectral efficiency is presented. 
SICwGSO algorithm suppresses backward interference and 
is based on Gram Schmidt method which is simple to 
implement on FPGA. BDfTM (Block diagonalisation for 

throughput maximization) algorithm for backward 
interference suppression is using SVD (singular value 
decomposition) which implementation on FPGA is very 
complex. Complexity of these two algorithms are compared 
in previous section. SICwGSO algorithm is much less 
complex than BDfTM algorithm especially for MIMO 
systems of practical interest (sizes less or equal to 4x4).  
 SICwGSO algorithm, for 3x3 MIMO system, is 
implemented on FPGA Xilnix Virtex-4 chip and it's 
performance evaluated through so called hardware co 
simulation. Simulation results, in Fig. 3, shows that BER (bit 
error rate) for all three users are practically the same as 
reference BER when there is no multiuser interference. This 
means that backward interference is almost totally 
suppressed which is the main goal of the SICwGSO 
algorithm.  
 Xilinx ISE tool is used for SICwGSO implementation on 
FPGA. Degrees of freedom that SICwGSO algorithm has, 
are used for optimization of FPGA implementation. Also, 
some implementation issues (like negative clocking skew) 
are presented and solution explained. 
 Main contribution of this work is that new SICwGSO 
algorithm and it's FPGA implementation is presented which 
is much less complex than reference BDfTM algorithm 
based on SVD method. 
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