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Abstract— Video conferencing is a real time process that requires fast operations. In this paper a Discrete Cosine Transform (DCT)-based video 
compositing structure for multi-point video conferencing with a fast DCT method for integer and rational image resizing is presented. Whole 
compositing process is kept in the DCT domain to avoid comprehensive operations. Our procedure does not only improve speed but also the quality 
of the resized video frames. Proposed method is illustrated and compared with other methods by means of simulation results with different video 
sequences. 
 
Streszczenie. W artykule przedstawiono metodę składania obrazów, pochodzących z wielu źródeł, na potrzeby wideo-konferencji. Działanie oparte 
jest na dyskretnej transformacji kosinusowej, którą wykorzystano do całościowego i wymiernego skalowania obrazu. Opracowany algorytm poprawia 
szybkość działania oraz jakość skalowania. Dokonane zostało symulacyjne porównanie działania z innymi metodami.  (Szybkie  skalowanie  i 
składanie obrazów wideo z wykorzystaniem dyskretnej transformacji kosinusowej, na potrzeby wielopunktowej wideo-konferencji). 
 
Keywords: Multi-point video conferencing, video compositing, image resizing, DCT decimation, DCT interpolation, significance map 
coding, zerotree coding, transcoding. 
Słowa kluczowe: wielopunktowa wideo-konferencja, składanie obrazów wideo, skalowanie obrazu, dziesiątkowanie DCT, interpolacja 
DCT, kodowanie mapy istotności, zerotree, transkodowanie. 
 
       
Introduction 

Real time video coding applications demands low 
computational complexity. Being one of these applications, 
multi-point video conferencing involves compositing of 
video sequences which come into a node point. Decoding, 
decimation and re-encoding are the main processes of 
video compositing. Inverse and forward Discrete Cosine 
Transform (DCT) and recalculation of motion estimation 
and compensation are the most computationally expensive 
operations of the whole process. Regular approach 
consists of hybrid decoding, spatial domain decimation and 
compositing and hybrid encoding as seen in Fig. 1. DCT 
based video compositing methods which use DCT 
transcoders and decimation are performed for faster and 
efficient implementation [6-8]. In this paper, we consider 
DCT compositing approach. A general scheme for fast DCT 
image resizing, which is previously considered in [11] and 
[13], is also shown. We then use significance map coding, 
which became a popular quantization scheme with 
embedded zerotree wavelet encoding in [1] and SPIHT in 
[4], to encode the DCT coefficients obtained from the 
composited video frames. To decimate an image by N, NxN 
array of 8x8 DCT blocks is transformed into one DCT 
matrix of size 8Nx8N. Transformed matrix is then masked 
to obtain the low-frequency DCT coefficients, which 
represent the decimated video frame. Transformation of an 
array of DCT blocks into one DCT block was introduced in 
[14]. Very fast transformation matrices can be found 
leading to very fast transformations. Similar characteristics 
were first discussed in [13] for decimation by 2. In this 
paper a general approach is shown. Proposed algorithms 
allow fast decimation for integer or rational factors. When 
decimation factor is rational, an additional transformation to 
obtain an array of 8x8 blocks for the masked array is 
needed. Since high-frequency DCT coefficients are 
generally very small or zero, efficiency of our algorithm is 
increased by using only the low-frequency DCT 
coefficients. 

To expedite the compositing, we use motion vector 
information from incoming videos to estimate -instead of to 
compute- the motion vectors for composited video. 
Likewise, by means of significance map encoder we adapt 
the quantizer to improve the image quality for a desired bit 
rate, thus attaining bit rate control. In the next section, we 
briefly review DCT compositing. Then a fast way to 

decimate and composite video frames in the DCT domain 
is shown. Significance map coding of DCT coefficients and 
its advantage is discussed in the quantization of 
composited videos section. Simulation results and 
conclusions are presented in the last two sections. 

 

 
Fig. 1. Compositing in the spatial domain 

  

Transcoding and DCT Compositing 
Video streams from different sources are decoded by 

DCT domain transcoders, and then decimated and 
composited into one video stream as indicated in Fig. 2. 
Transcoders convert incoming video streams into 
consecutive DCT images which result in decreased 
processing time since there is no inverse DCT in the DCT 
transcoder. This is opposite of a conventional hybrid 
decoder, which requires expensive inverse DCT operations 
to reconstruct video frames in the spatial domain [6-8].  
 

 
Fig. 2. Transcoding and compositing in the DCT domain 
 

In DCT transcoder, staying in the DCT domain 
demands computing new best matched namely optimal 
DCT blocks for motion compensation. Optimal block may 
not coincide with previously computed DCT blocks. 
Therefore it needs to be calculated using adjacent DCT 
blocks. There exist three overlapping cases for an optimal 
block: (1) fully overlapping with one block, (2) partially 
overlapping with two vertical or horizontal blocks, and (3) 
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partially overlapping with four blocks as shown in Fig. 3. 
Here shaded blocks represent optimal blocks. Inverse DCT 
of the overlapping DCT blocks and then forward DCT of 
overlapping area are computed to obtain optimal DCT block 
for the last two cases in conventional way. However, 
operations do not remain completely in the DCT domain 
and increases the number of operations [7]. To decrease 
the computational complexity and thus to stay in the DCT 
domain, DCT windowing and shifting operations are used 
to obtain optimal DCT blocks as shown in Fig. 4. Using 
windowing and shifting matrices improves the speed of the 
DCT motion compensation [7, 9]. However sparser DCT 
windowing and shifting matrices as suggested by [10, 11] 
requires less operations. 

 

 
Fig. 3. Overlapping cases for an optimal block 

 

Additionally the more the first case is met the faster the 
transcoding is implemented. In this case, motion vectors 
are either zero or integer multipliers of a block size, 
meaning that no computation is required to obtain the DCT 
of the optimal block.  

 
Fig. 4. DCT windowing and shifting for motion compensation in the 
DCT domain 

 

The speed of the DCT compositing system is increased 
further by decreasing decimation/interpolation complexity 
using the proposed algorithms. Some examples illustrating 
decoding time improvements by regular [7] and fast [11] 
DCT transcoders are shown in Table 1.  

 

Table 1. Average speed improvements by DCT transcoder and fast 
DCT transcoder over hybrid decoder 

Video Sequence 
Average Speedup (%) 

DCT Transcoder 
Fast DCT 

Transcoder 
Claire 22.8 47.6 

Salesman 33.3 43.3 

Hall 33.7 43.1 

 

Fast transcoders [11] are utilized to obtain 
reconstructed DCT frames. Decimation is done with the 
proposed low complexity algorithm. Decimated DCT frames 
are then put together to construct composited DCT frames. 
Here the absence of the forward DCT operation, which is a 
must in hybrid-domain compositing systems, is another 
improvement of the DCT domain approach [6]. Motion 
vectors associated with the blocks of the composited video 
are estimated using motion vectors of the input videos 
resulting in lower complexity motion estimation [12]. The 

quantization scheme is significance map coding of the DCT 
coefficients, which is explained in the corresponding 
section. 

 

Transformation and Decimation of DCT Blocks 
Composited video frame is formed of decimated 

subframes. Many of the video compositing standards 
require decimation by an integer factor, but some also 
require decimation by a rational factor to get the mixed 
views as shown in Fig. 5. To pursue operations in the 
compressed domain, it is thus necessary to have efficient 
decimation and interpolation methods. The first issue in the 
DCT decimation is the transformation of an array of DCT 
blocks into one block. Suppose we have an array of NxN 
DCT blocks, where the integer N≥2 is the decimation factor, 
each of size 8x8, and we wish to transform it into one DCT 
block of dimension 8Nx8N. This corresponds to finding the 
inverse DCT of each of the 8x8 blocks, arranging them into 
one array of dimension 8Nx8N, and finally finding its 8N 
two-dimensional DCT. A more efficient approach was 
proposed in [14], which as we show can be attained by 
means of an orthonormal matrix transformation. The 
problem is to find an orthonormal transformation matrix T8N, 
i.e., (T8N)t T8N=I8N, where I8N is 8Nx8N identity matrix and t 
is the matrix transform operators, 

(1) ଼ܺே ൌ ଼ܶே ቎
ଵܺଵ
଼ ⋯ ଵܺே

଼

⋮ ⋱ ⋮
ܺேଵ
଼ ⋯ ܺேே

଼
቏ ሺ଼ܶேሻ௧

where {Xij
8}i,j=1,…,N and X8N are 8x8 and 8Nx8N two-

dimensional DCT blocks respectively. By definition, if the 
MxM DCT operation matrix is obtained as 

(2) ܵெ ൌ ሼݏሺ݇, ݊ሻሽ௞,௡ୀ଴
ெିଵ ൌ ሼ0.5ܿሺ݇ሻ cosሺ

ሺଶ௡ାଵሻ௞గ

ଶெ
ሻሽ 

then the two-dimensional DCT of the spatial domain matrix 
ݔ ൌ ሼݔሺ݊,݉ሻሽ௡,௠ୀ଴

ெିଵ  is given by 

(3) ܺ ൌ ሼܺሺ݇, ݈ሻሽ௞,௟ୀ଴
ெିଵ ൌ ܵெݔሺܵெሻ௧. 

 

 
 
Fig. 5. Composited frames; (top) six subframes, five with 
decimation factor N=3 and one with decimation factor N=2/3, 
(bottom) sixteen subframes with decimation factor N=4 



PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 89 NR 2b/2013                                                                                      195 

The inverse DCT of the matrix X will be as follows: 

(4) 	x ൌ ሺS୑ሻ୲XS୑. 

DCT transformation can be easily obtained by finding 
the DCT of the identity matrix I8N (each ௜ܺ௜

଼ ൌ ଼ܫ  and 

௜ܺ௝
଼ ൌ 0, ݅ ് ݆) using the forward DCT definition in (3) and 

orthonormality property of SM so that 

(5) T଼୒ ൌ S଼୒diagሾሺS଼ሻ୲ሿ. 

To obtain the forward block transformation, let the 
8Nx8N matrices S8N and T8N be expressed as follows 

଼ܵே ൌ ሾ ଵܵ
଼ே	ܵଶ

଼ே 	⋯	ܵே
଼ேሿ 

(6) ଼ܶே ൌ ሾ ଵܶ
଼ே	 ଶܶ

଼ே 	⋯	 ேܶ
଼ேሿ,  

where the sub-blocks 

(7) ሼ ௜ܶ
଼ே ൌ ௜ܵ

଼ேሺ଼ܵሻ௧ሽ 

have 8Nx8 size. Thus the representation of X8N in terms of 
the ௜ܺ௝

଼ , or the forward block transformation, is as folllows: 

(8) X଼୒ ൌ ∑ ∑ T୧
଼୒X୧୨

଼ሺT୨
଼୒ሻ୲୒

୨ୀଵ
୒
୧ୀଵ  

Therefore 8Nx8N X8N DCT block is obtained directly 
from an NxN array of 8x8 DCT blocks. The decimation can 
now be obtained by masking the resulting block to obtain 
more significant DCT coefficients. The inverse 
transformation of each of the 8x8 DCT blocks is given by 

(9) ௜ܺ௝
଼ ൌ ሺ ௜ܶ

଼ேሻ௧଼ܺே ௝ܶ
଼ே 

using the orthonormality of the DCT transformation. This will 
allow us to perform interpolation. 

To simplify the notation let us consider N=2. Equations 
for other cases for N>2 can be easily extended. Applying the 
direct transformation, we obtain a 16x16 DCT block from 
four 8x8 given DCT blocks. Masking the X16 matrix to extract 
the low-frequency coefficients we obtain the decimated DCT 
array as 

ܺௗ ൌ ሾ଼ܫ	0ሿܺଵ଺ሾ଼ܫ	0ሿ௧ 

(10)  ൌ ∑ ∑ ௜ܨ
଼

௜ܺ௝
଼ ሺܨ௝

଼ሻ௧ଶ
௝ୀଵ

ଶ
௜ୀଵ   

where ሼܨ௜
଼ ൌ ሾ଼ܫ	0ሿ ௜ܶ

ଵ଺ሽ௜ୀଵ,ଶ  are of size 8x8. The above 
equation can be efficiently implemented using the sum and 
difference representations of ሼ ௜ܶ

ଵ଺ሽ; 

ଵܦ							
ଵ଺ ൌ 0.5ሺ ଵܶ

ଵ଺ ൅ ଶܶ
ଵ଺ሻ 

ଶܦ (11)
ଵ଺ ൌ 0.5ሺ ଵܶ

ଵ଺ െ ଶܶ
ଵ଺ሻ 

where ܦଵ
ଵ଺ and ܦଶ

ଵ଺ are 16x8 transformation matrices which 
are obtained as follows: 

ଵܦ
ଵ଺ሺ݅, ݆ሻ ൌ ൜ ଵܶ

ଵ଺, ሺ݅ ൅ ݆ሻ	even
0, ሺ݅ ൅ ݆ሻ	odd				

 

ଶܦ                    (12)
ଵ଺ሺ݅, ݆ሻ ൌ ൜ ଵܶ

ଵ଺, ሺ݅ ൅ ݆ሻ	odd
0, ሺ݅ ൅ ݆ሻ	even				

 

Replacing the ሼ ௜ܶ
ଵ଺ሽ in terms of ሼܦ௜

ଵ଺ሽ matrices in the 
direct transformation we obtain transformed matrix, 

ܺଵ଺ ൌ ሾܻ ൅ ܼሿሺܦଵ
ଵ଺ሻ௧ ൅ ሾܻ െ ܼሿሺܦଶ

ଵ଺ሻ௧

ܻ ൌ ଵܦ
ଵ଺ሺ ଵܺଵ

଼ ൅ ܺଶଵ
଼ ሻ ൅ ଶܦ

ଵ଺ሺ ଵܺଵ
଼ െ ܺଶଵ

଼ ሻ 

(13) ܼ ൌ ଵܦ
ଵ଺ሺ ଵܺଶ

଼ ൅ ܺଶଶ
଼ ሻ ൅ ଶܦ

ଵ଺ሺ ଵܺଶ
଼ െ ܺଶଶ

଼ ሻ 

Forward block transformation in (13) demands less 
operations than the transformation in (8) since sparseness 
of ሼ ௜ܶ

ଵ଺ሽ matrices makes ሼܦ௜
ଵ଺ሽ matrices sparser, which can 

be seen in (12). Accordingly decimated DCT block Xd is 
efficiently obtained as 

ܺௗ ൌ ሾ ௗܻ ൅ ܼௗሿሺܣଵ
଼ሻ௧ ൅ ሾ ௗܻ െ ܼௗሿሺܣଶ

଼ሻ௧

ௗܻ ൌ ଵܣ
଼ሺ ଵܺଵ

଼ ൅ ܺଶଵ
଼ ሻ ൅ ଶܣ

଼ሺ ଵܺଵ
଼ െ ܺଶଵ

଼ ሻ 

(14) ܼௗ ൌ ଵܣ
଼ሺ ଵܺଶ

଼ ൅ ܺଶଶ
଼ ሻ൅ܣଶ

଼ሺ ଵܺଶ
଼ െ ܺଶଶ

଼ ሻ  

where the ሼܣ௜
଼ ൌ ሾ଼ܫ	0ሿܦ௜

ଵ଺ሽ௜ୀଵ,ଶ  matrices of size 8x8 are 

sparser than the ሼܨ௜
଼ሽ matrices defined in (10), and make 

the decimation faster. Operations can be faster since high 
frequency AC coefficients in a DCT block are typically very 
small or zero. Therefore when the coefficients are set to 
zero, inverse DCT gives a very close result to the original 
spatial domain block. Accordingly consider that the DCT 
blocks to be decimated have qxq (1≤q≤8) nonzero low-
frequency AC coefficients and we set the rest to zero, i.e., 

(15) X୧୨
଼ ൌ ൤X୧୨

୯ 0
0 0

൨ ൌ ቂI
୯

0
ቃ X୧୨

୯ሾI୯	0ሿ 

Replacing these blocks in (10) gives decimated DCT 
block as follows: 

(16) ܺௗ
௤ ൌ ∑ ∑ ௜ܩ

଼
௜ܺ௝
௤ ሺܩ௝

଼ሻ௧ଶ
௝ୀଵ

ଶ
௜ୀଵ  

where ܺௗ
௤

 is 8x8 decimated DCT block and ሼܩ௜
଼ ൌ

௜ܨ
଼ሾܫ௤	0ሿ௧ሽ௜ୀଵ,ଶ , 1≤q≤8. ሼܩ௜

଼ሽ  matrices of size 8xq clearly 

have fewer entries than ሼܨ௜
଼ሽ . However decimated DCT 

block can be obtained faster if the decimation in (14) is 
used: 

ܺௗ
௤ ൌ ൣ ௗܻ

௤ ൅ ܼௗ
௤൧ሺܤଵ

௤ሻ௧ ൅ ൣ ௗܻ
௤ െ ܼௗ

௤൧ሺܤଶ
௤ሻ௧

(17) ௗܻ
௤ ൌ ଵܤ

௤൫ ଵܺଵ
௤ ൅ ܺଶଵ

௤ ൯ ൅ ଶܤ
௤൫ ଵܺଵ

௤ െ ܺଶଵ
௤ ൯ 

                  Zୢ
୯ ൌ Bଵ

୯൫Xଵଶ
୯ ൅ Xଶଶ

୯ ൯ ൅ Bଶ
୯൫Xଵଶ

୯ ‐Xଶଶ
୯ ൯ 

where ሼܤ௜
௤ ൌ ௜ܣ

଼ሾܫ௤	0ሿ௧ሽ௜ୀଵ,ଶ . Therefore ሼܤ௜
௤ሽ  matrices 

have fewer entries than ሼܨ௜
଼ሽ and also ሼܣ௜

଼ሽ. The proposed 
DCT block transformation and decimation for N=2 is shown 
in Fig. 6. 

 
 

Fig. 6. Proposed integer DCT decimation for decimation factor N=2 
 

When we compare the proposed method to others, our 
algorithm (when q=4) has the lowest complexity with 1.25 
multiplications and 1.25 additions per pixel [17] as shown in 
Table 2. 



196                                                                                      PRZEGLĄD ELEKTROTECHNICZNY, ISSN 0033-2097, R. 89 NR 2b/2013 

Table 2. Computational complexity of decimation methods for N=2 
Method Multipl./Pixel Add./Pixel 

Prop. (q=4) 1.25 1.25 

[13] 1.25 1.25 

[16] 1.00 2.00 

[15] 1.89 2.06 

[7] 4.00 4.75 

Spatial 3.44 9.82 

 

Since the computational complexity of the decimation 
method in [13] is the same with ours, we compare it with our 
method in terms of Peak Signal to Noise Ratio (PSNR) in 
Table 3. As expected in our method, the larger the q is (i.e., 
4≤q≤8), the better the interpolation as seen in Table 3, but 
the more complex the implementation. In Table 3, our 
method with first q=4 has the same number of operations for 
both decimation and interpolation as in [13]. As seen in the 
table, PSNR results of [13] and our method (q=4 (i)) are 
very close. Also, with a slight increase in the number of 
operations in the interpolation while keeping the complexity 
of the decimation as before, the PSNR values of the 
interpolated frames are improved (see q=4 (ii) in the table). 
For q=8, complexity of our algorithm increases. 

Table 3. PSNR comparisons of the proposed resizing method with 
the method in [13] for N=2 

Video Frame [13] q=4 (i) q=4 (ii) q=8 

Miss America 38.97 38.88 39.13 39.43 

Crew 33.65 33.51 33.70 34.04 

Ice 33.43 33.17 33.60 34.11 

Foreman 32.74 32.58 32.82 33.19 

Hall 28.64 28.48 28.76 29.17 

Container 27.32 27.11 27.51 28.02 

Bus 27.28 27.00 27.31 27.73 

 

When N>2, decimation proceeds in a very similar way to 
decimation by N=2. In general, for an integer decimation 
factor N we transform an array of NxN DCT blocks of size 
8x8 into one array of size 8Nx8N, and then mask it to obtain 
the decimated 8x8 DCT. For example for N=3, 24x24 DCT 
matrix is obtained as 

ܺଶସ ൌ ሺܷ ൅ ܻሻሺܦଵଶସሻ௧ ൅ ሺܹ െ ܻሻሺܦଶ
ଶସሻ௧ ൅ ሺܷ െ

ܹሻሺܦଷ
ଶସሻ௧

ܷ ൌ ଵଶସሺܦ ଵܺଵ
଼ ൅ ܺଶଵ

଼ ሻ ൅ ଶܦ
ଶସሺܺଷଵ

଼ െ ܺଶଵ
଼ ሻ ൅ ଷܦ

ଶସሺ ଵܺଵ
଼ െ

ܺଷଵ
଼ ሻ, 

ܻ ൌ ଵଶସሺܦ ଵܺଶ
଼ ൅ ܺଶଶ

଼ ሻ ൅ ଶܦ
ଶସሺܺଷଶ

଼ െ ܺଶଶ
଼ ሻ ൅ ଷܦ

ଶସሺ ଵܺଶ
଼ െ

ܺଷଶ
଼ ሻ, 

(18)     ܹ ൌ ଵଶସሺܦ ଵܺଷ
଼ ൅ ܺଶଷ

଼ ሻ ൅ ଶܦ
ଶସሺܺଷଷ

଼ െ ܺଶଷ
଼ ሻ ൅

ଷܦ
ଶସሺ ଵܺଷ

଼ െ ܺଷଷ
଼ ሻ. 

When N>2, it is also possible to represent each 8x8 
block with qxq top-left coefficients (q<8) for faster operation. 
Therefore for N=3, decimated 8x8 DCT block will be 

ܺௗ
௤ ൌ ൫ܷௗ

௤ ൅ ௗܻ
௤൯ሺܦଵ

௤ሻ௧ ൅ ൫ ௗܹ
௤ െ ௗܻ

௤൯ሺܦଶ
௤ሻ௧ ൅

൫ܷௗ
௤ െ ௗܹ

௤൯ሺܦଷ
௤ሻ௧, 

ܷௗ
௤ ൌ ଵܦ

௤൫ ଵܺଵ
௤ ൅ ܺଶଵ

௤ ൯ ൅ ଶܦ
௤൫ܺଷଵ

௤ െ ܺଶଵ
௤ ൯ ൅ ଷܦ

௤൫ ଵܺଵ
௤ െ ܺଷଵ

௤ ൯

ௗܻ
௤ ൌ ଵܦ

௤൫ ଵܺଶ
௤ ൅ ܺଶଶ

௤ ൯ ൅ ଶܦ
௤൫ܺଷଶ

௤ െ ܺଶଶ
௤ ൯ ൅ ଷܦ

௤൫ ଵܺଶ
௤ െ ܺଷଶ

௤ ൯, 

(19)                  ௗܹ
௤ ൌ ଵܦ

௤൫ ଵܺଷ
௤ ൅ ܺଶଷ

௤ ൯ ൅ ଶܦ
௤൫ܺଷଷ

௤ െ ܺଶଷ
௤ ൯ ൅

ଷܦ
௤൫ ଵܺଷ

௤ െ ܺଷଷ
௤ ൯. 

 As before computational complexity is related to the 
value of q, and PSNR is better for larger values of q. 
However for decimation factors, such as N=3 or N=4, with 
even small values of q the quality of the interpolated images 
does not differ visually or in terms of PSNR as shown in 
Table 4. For example, for N=4, the PSNR results are the 
same for q=4, 5, 6 and 8, and are very close to the PSNR 
for q=2 and 3. Thus only the 2x2 low-frequency parts of the 
8x8 DCT blocks may be sufficient to decimate DCT blocks. 
This constitutes a significant computational saving. 
 

Table 4. PSNR comparisons of a Claire frame for different 
decimation factors with several DCT block sizes 

 Method 

N q=2 q=3 q=4 q=5 q=6 q=8 

2 28.99 30.62 33.93 34.10 34.16 34.16 

3 28.90 30.12 30.32 30.33 30.32 30.33 

4 28.84 29.25 29.30 29.30 29.30 29.30 

2/3 28.66 30.30 34.10 35.04 37.07 37.08 

 

PSNR comparisons for decimated/interpolated (N=2 and 
N=4, 1≤q≤8) frames from different video sequences are 
shown in Fig. 7 and Fig. 8. When q=1 only the DC values 
are used to obtain the decimated frames and AC 
coefficients are set to zero. In this case, it is still possible to 
see a coarse reconstructed image. For the case of N=2, q=4 
is the most appropriate value, since there is no significant 
PSNR improvement for q>4 as seen in Fig. 7. This shows 
the efficiency of the proposed method which uses smaller 
portions of DCT blocks efficiently. When N is 4, only 2x2 
portions of the DCT blocks are enough to resize the frames 
since PSNR does not increases dramatically after q=2 as 
seen in the graphic in Fig. 8. The same idea is valid for the 
other resizing options either integer or rational. It is also 
possible to decimate by a rational number such as N=2/3 or 
N=3/4. For instance when N=2/3, we first need to transform 
a 3x3 array of 8x8 DCT blocks into one of size 24x24. The 
masking to get 2/3 gives us a DCT block of dimension 
16x16, that needs to be converted into final four 8x8 blocks. 
These required additional computations increase the 
complexity of the decimation for rational factors.  

 

Fig 7. PSNR results for resizing by 2 using different DCT block 
sizes 
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In rational decimation, only qxq parts of DCT blocks 
need to be used to obtain 24x24 DCT block as shown in 
Fig. 9 similarly. This substantially reduces the number of 
operations. For instance, if all coefficients of the 8x8 DCT 
blocks are used, which corresponds to the case where q=8, 
the number of multiplications and additions per pixel to 
obtain the final four 8x8 DCT blocks are 21.58 and 20.81 
respectively. If only 6x6 portions of the input DCT blocks are 
used (q=6), operations reduce to 18.38 multiplications and 
17.16 additions per pixel. In terms of PSNR, there is almost 
no difference between q=6 and q=8 cases as shown in 
Table 4. For further computational saving q can be 
decreased with a slight PSNR decrease as seen in Table 4. 

 

Fig 8. PSNR results for resizing by 4 using different DCT block 
sizes 
 

 
Fig. 9. Proposed rational DCT decimation (N=2/3) 
 

Quantization of Composited Videos 
We apply quantization basically by replacing 

quantization parameter scheme with significance map 
coding in order to improve the quality of the composited 
video. We apply DCT based embedded zerotree coding 
(DCT-EZT) which is previously used for wavelet [1] and then 
for DCT [2, 3, 19]. In [4], called SPIHT, compression ratio is 
improved. It has also efficient differential approach in a 
recent study [5]. To encode the DCT coefficients by a 
significance map coder they are rearranged into a 
hierarchical subband structure exploiting the dependency 
between them. We arrange video frames consisting of 8x8 
DCT blocks into a 3-scale hierarchical structure resulting in 
ten subbands as shown in Fig. 10. The highest subband, 
LL3, have all DC coefficients. AC coefficients are distributed 
into other subbands. Since the structure is the same as the 
wavelet coefficients HLi, LHi and HHi includes horizontal-, 

vertical- and diagonal-detail AC-DCT coefficients. Gray 
arrows show importance order of the subbands in Fig. 10. 
Obtained symbols by the significance map encoder are also 
scanned in the same order. DC coefficients contain most of 
the energy of the frame. Therefore the quality of the 
decoded image depends in great part on the DC 
coefficients. Thus DC coefficients are firstly encoded and 
then the low to high frequency AC coefficients follow. 

 
Fig. 10. Arranged  DCT coefficients in 3-scale subband structure 
 

Zerotree coding starts with measuring the significance 
of all coefficients by comparing them with an initial 
threshold given as 

(20) Th଴ ൌ 2୬ 

where ݊ ൌ උlogଶሺmax	ሺหܺ௞,௠หሻ/2ඏ and Xk,m is DCT 
coefficient of a KxM  frame. If the magnitude of a coefficient 
is greater than the threshold, it is considered significant. The 
advantage of this type of coding is that if a group of 
coefficients related to each other as tree in different 
subbands is found to be insignificant, only one symbol is 
sent to decoder stating that the tree has coefficients lower 
than the threshold called zerotree.  

 
Fig. 11. Structure of DCT-EZT video coder 
 

      This contributes compression ratio [1]. After comparing 
all coefficients with threshold, a subordinate scan is 
performed to give more precision to significant coefficients 
[1-4]. At the next step n is decreased by 1, namely threshold 
is halved after subordinate scan finishes. Then insignificant 
coefficients are compared to this new threshold. Algorithm 
iteratively continues in the way as explained above. As soon 
as a symbol is outputted by the zerotree coder, it is encoded 
by an adaptive arithmetic encoder [18] to obtain embedded 
bit stream and more compression [1]. Process continues 
until the desired bit rate is reached. Proposed encoder 
structure is given in Fig. 11. 
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Simulations and Results 
In the experiments, we first composited four different 

video sequences into one video stream. In this case frames 
of each video sequence are decimated by 2. The resulting 
composited video frames consist of four subframes. In the 
second compositing structure, we composited six different 
video sequences into one. Here composited frames are 
composed of five subframes decimated by 3, and one 
subframe decimated by rational factor 2/3.  In the last case 
we composited sixteen frames decimated by 4 into one. The 
proposed algorithms can be also applied to other 
decimation and compositing cases. All operations are kept 
in the DCT domain as shown in Fig. 2. Each video 
sequence has an intra-frame and 49 inter-frames in CIF 
(Common Intermediate Format) which has 352x288 
resolution. PSNR results shown in Table 5 are the average 
of the PSNR of total 50 frames. In all compositing structures 
we obtain better PSNR values by using DCT-EZT coding 
than by using regular scalar quantization scheme with 
different quantization parameters (QP) as shown in Table 5. 
The reconstructed frames are also visually better in DCT-
EZT case. Namely blocking effects are lesser and details 
are better especially at low bit rates. It is further possible to 
improve the quality of the quantization process by using the 
approach in [5]. 

Table 5. PSNR results for composited videos 
Structure Method PSNR (dB) 

4-subframe 
Regular 

QP=5 QP=10 QP=20 

36.25 32.48 28.25 

Zerotree 38.20 34.77 31.42 

6-subframe 
Regular 

QP=5 QP=10 QP=20 

36.61 33.11 29.07 

Zerotree 39.00 35.50 32.78 

9-subfame 
Regular 

QP=5 QP=10 QP=20 

35.30 31.40 26.99 

Zerotree 37.16 33.40 29.61 

 
Conclusion 

We perform compositing for multi-point video 
conferencing fully and efficiently in the DCT domain. 
Resizing processes including proposed decimation and 
interpolation in the DCT domain increases the quality of 
video frames by decreasing aliasing. To decrease the 
computational complexity q can be set to smaller values in 
decimation and interpolation without affecting the image 
quality significantly. Quantization parameter scheme is 
replaced by significance map coding that achieves bit rate 
control and better PSNR. Our methods can be used in latest 
video coding standards such as H.264 SVC to achieve 
efficient implementations at several scales. Bit rate 
allocation to specific subframes or objects can be applied in 
order to increase the quality of the interested video 
stream(s) or object(s) by the viewer sides. Also bit rate 
optimization to distribute bits efficiently among the 
composited frames of a GOP (Group of Frames) can 
increase the average PSNR of a video stream [20]. 
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