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Abstract. Similarity detection is very important in the field of spam detection, plagiarism detection or topic detection. The main algorithm for 
comparison of text document is based on the Kolmogorov Complexity, which is one of the perfect measures for computation of the similarity of two 
strings in defined alphabet. Unfortunately, this measure is incomputable and we must define several approximations which are not metric at all, but 
in some circumstances are close to this behaviour and may be used in practice. 
 
Streszczenie. W artykule omówiono metody rozpoznawania podobieństwa tekstu. Głównie używanym algorytmem jest Kolmogotov Complexity. 
Głównym ograniczeniem jest brak możliwości dane algorytmu są trudne do dalszego przetwarzania numerycznego – zaproponowano szereg 
aproksymacji. (Porównanie tekstu przy użyciu kompresji danych) 
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Introduction 

The growing number of documents, tests, books and 
scientific papers brings new challenges in the area of 
content mining, text processing and understanding and 
author identification or confirmation.  One of the interesting 
tasks is also plagiarism detection. This problems is actual in 
many areas such as patent applications, program’s source 
codes copying, image usage without permission, DNA 
processing, and many others. 

This article is focusing of the overview of algorithms for 
the comparison of text documents using data compression. 
This task is investigated very long time but it becomes even 
more acute with the massive expansion of the personal 
computers in the world. The comparison of text documents 
is highly related to the term plagiarism. The plagiarism may 
be defined using several definition but we are following this 
one: The plagiarism detection is the identification of highly 
similar sections in texts or other objects [1]. Other 
definitions may be found in the literature such as this [2]. 
The plagiarism detection may be divided into two major 
areas - external and intrinsic [1]. The External plagiarism is 
defined as an identification of the part of the document d 
which exists in any of the document in the document 
collection D. The Intrinsic plagiarism detection is a method 
the possibly plagiarized pars of the documents just from the 
document itself. The second one is more complicated.  
Other methods of text comparison which are not covered in 
plagiarism detection may be described as follows; 
comparison of the meaning of the texts in the same or 
different languages, categorization of the texts, etc. 
 
Text comparison methods 

The main problem of the comparison of text documents 
is the definition of the similarity or dissimilarity measure. 
The most suitable methods for similarity measure are 
metrics [4]. The distance is formally defined as a function 
over Cartesian product over set X with non-negative real 
value [5] and [6]. The metric is a distance which satisfies 
three conditions for all x, y, z ∈ X: 

1. D(x, y) = 0 if and only if x = y 
2. D(x, y) = D(y, x) 
3. D(x, y) ≤ D(x, y) + D(y, z) 

 

The condition 1 is called identity, condition 2 is called 
symmetry and condi- tion three is the triangle inequality. 
This definition is valid for any metric, e.g. Euclidean 
Distance, but the application of this principle into document 
or data similarity is much complicated. 

The basic ideas were suggested and defined in related 
works by Li et al. [6], and Cilibrasi and Vitanyi [5]. They 
defined the so-called Normalized Information Distance 

(NID). The NID is based on the definition of the Kolmogorov 
complexity (KC): The Kolmogorov complexity K(x) of the 
string x = {0, 1}* is the length of the shortest binary program 
with no input that outputs x [5]. The Kolmogorov complexity 
of the two strings may be expressed as follows: The 
Kolmogorov complexity of x given y is the length of the 
shortest binary program, for the reference universal prefix 
Turing machine, that on input y outputs x; it is denoted as 
K(x|y) [5]. The NID is then defined as follows: 

,ݔሺܦܫܰ ሻݕ ൌ 	
maxሼܭሺݕ|ݔሻ, ሻሽݔ|ݕሺܭ

minሼܭሺݕ|ݔሻ, ሻሽݔ|ݕሺܭ
 

 
Unfortunately, the Kolmogorov complexity function is 

non-computable.  But Li et al. and Cilibrasi reformulated this 
problem into a computable form using the replacement of 
the Kolmogorov complexity by using data compression 
[5,6]. The non-metric measure developed from their work is 
a Normalized Compression Distance.  
 
Normalized Compression Distance 

The Normalized Compression Distance (NCD) is based 
on Kolmogorov complexity. It makes use of standard 
compressors in order to approximate Kolmogorov 
complexity. Several papers have already used this similarity 
in order to compare texts of different kinds and in different 
ways. The NCD has been used for text retrieval [7], text 
clustering, plagiarism detection [8], music clustering [9], 
music style modelling [10], automatic construction of the 
phylogeny tree based on whole mitochondrial genomes 
[11], the automatic construction of language trees [12, 6], 
and the automatic evaluation of machine translations[13]. 

The NCD is a mathematical way for measuring the 
similarity of objects. Measuring of similarity is realized by 
the help of compression where repeating parts are 
suppressed by compression. NCD may be used for 
comparison of different objects, such as images, music, 
texts or gene sequences. NCD has requirements to 
compressor. The compressor meets the condition C(x) = 
C(xx) within logarithmic bounds [14]. We may use NCD for 
detection of plagiarism and visual data extraction [15, 5]. 

The resulting rate of probability distance is calculated by 
the following formula:  
 

,ݔሺܦܥܰ ሻݕ ൌ
ሻݕݔሺܥ െ min	ሼܥሺݔሻ, ሻሽݕሺܥ

max	ሼܥሺݔሻ, ሻሽݕሺܥ
 

where  
 C(x) ist he length of compression of x. 
 C(xy) is the length of compression concatenation of 

x and y. 
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 min{x, y} is the minimum of values x and y. 
 max{x, y} is the maximum of values x and y. 
 
The NCD value is in the interval 0 ≤ NCD(x, y) ≤ 1 + E. If 

NCD(x, y) = 0, then files x and y are equal. They have the 
highest difference when the result value of NCD(x, y) = 1 + 
E. The constant E describes the inefficiency of the used 
compressor. The NCD is not a metric. It is an approximation 
of the NID. The computation of the NCD is very efficient 
because we do not need to create the output itself. We 
compute only the size of the output. A study of the efficient 
implementation of the compression algorithms may be 
found in [16]. 
 

Pattern Representation Scheme using Data 
Compression 

A different approach which uses a Data Compression 
for Similarity detection was suggested by Watanabe in 
[24].The approach is called Pattern Representation Scheme 
using Data Compression, or PRDC. The input data are 
converted into a string representation. This string 
representation is then compressed by the set of encoding 
dictionaries. Each encoding dictionary produces one value 
of Compressed Ration Vector. This vector is then used by 
the standard Vector Quantization technique as a feature 
vector. The Authors presented several experiments which 
confirm the ability of PRDC do detect patterns (similar or 
same parts) in input data. First experiment consists in 
categorization of Music and Voice in audio files. These files 
are pre-processed by the segmentation of the records into 
short frame of constant size. The results show that the 
algorithm was able to categorize the samples into 
hierarchical structure. The Second experiment deals with 
prediction of the function and structure from the DNA or 
Amino Acid sequence. 33 tested sequences were classified 
into three clear groups as a result. The last experiments 
deal with processing of images. First sketches were 
classified according to simple lines. The PRDC was able to 
retrieve sketches according the example query with 90% 
accuracy. The second experiment classifies colour satellite 
images according to type of land-cover. The PRDC is very 
fast but is miss the usage of the join step which is included 
in NCD measure.  
 

Fast Compression Distance 
The Fast Compression Distance (FCD) combines the 

speed of the PRDC and the join factor of the NCD together 
[25]. The approach is based on the Dictionary based 
compression LZW which is a version of the Lempel-Ziv 
algorithm suggested in 1978. This algorithm is able to 
extract a dictionary of phrases from the string input. Each 
compared object is converted into string representation at 
the beginning. Then, a dictionary is extracted by the LZW 
algorithm and lexicographically sorted. The sorting enables 
fast set operation such a union and intersection as well as 
binary search operation. Then we may compute the FCD by 
the following equation: 

,ݔሺܦܥܨ ሻݕ ൌ 	
|ሻݔሺܦ| െ	 |⋂ሺܦሺݔሻ, |	ሻሻݕሺܦ

|ሻݕሺܦ|
 

The D(x) and D(y) means a dictionary extracted from 
object x and y. The |X| is the size of the set X and ∩ is and 
intersection. The FCD(x,y) ranges from 0 to 1, where 0 
means minimum distance and 1 is the maximum distance. 
The intersection between dictionaries represents the join 
step which is also used in NCD. The FCD is much faster 
than the NCD because the NCD needs the compression of 
the joined file and the FCD need just to compute the 
intersection of the dictionaries. The dictionaries itself may 
be extracted only once when a new object is found and 

ready to compare. The authors test the FCD measure on 
the CBIR (Content Based Information Retrieval) software on 
images. The FCS was more than 14 times faster than NCD 
and achieved accuracy better than 97% with accuracy 77% 
of NCD.  
 

Compression Based Dissimilarity 
A similar approach to NCD was published by the Keogh 

[27] and is called Compression Based Dissimilarity (CDM). 
The CDM is defined by the following equation.  

,ݔሺܯܦܥ ሻݕ ൌ 	
ሻݕݔሺܥ

ሻݔሺܥ ൅ ሻݕሺܥ
 

As may be seen, the equation is defined in similar way 
as the NCD but the maximum and minim is replaced the 
simple sum. The results achieved by the CDM are very 
similar to the NCD. Authors performed set of experiments to 
proof the efficiency of the CDM for several tasks. One task 
was clustering of the EEG signals, hierarchical clustering of 
the different species according to their DNA and outlier 
detection on the translation of the bible into several different 
languages. Results of all experiments show that CDM is 
able to solve the defined task very efficiently.  
 

Application of the Compression on Text Similarity 
Despite the application mentioned with the defined 

measures, other applications of the similarity detection were 
also published. 

Ferragina et al. [28] published a paper where biological 
sequences and structures were classified using NCD 
measure. The PPM algorithm as well as GZIP was used as 
compressors for the different type of data. But they used 
also tents of algorithm and variants on different types of 
data. The achieved results were nice and algorithm shows 
that the NCD is adequate for analysis of biological data 
mainly because of its flexibility and scalability with data set 
size. 

A nice study which compares many different 
compressors on the image data using NCD was published 
by the Vázquez and Marco [29]. They compare image 
compressors and universal compressors on several images 
on various data formats. The image compressors JPEG and 
JPEG 2000 were proved as useful when comparison of two 
images is needed. The reason is that these algorithms are 
not able to use any information from one image to 
compress another more efficiently. In the contrary, the GZIP 
and PKZip algorithms was able to detect similar images 
very efficiently, except the images stored in JPEG and 
JPEG 2000 file format, because these file formats 
compress the images very well and the compression 
achieved by the compressors is almost zero. The similar 
results were achieved with the block oriented algorithm as 
well as with the context based algorithms.  

Very similar experiments were performed by the Pinho 
and Ferreira [30]. They test many compression algorithms 
on the grayscale images. The achieved results were very 
similar to the previous one. Three different image 
compressors have very poor results and were not able to 
identify any similarity even on the same images. The other 
algorithms which were based on the dictionary and context 
were better, but the results of more powerful algorithms 
LZMA and PPMD were worse than the GZIP when the 
similarity of two images is compared using NCD.  
 

Conclusion 
This paper presents and overview of the many different 

measures which may be used for detection of the similarity 
between text documents. Any of the measure may be used 
in combination with the proper compression algorithm for 
detection of the patterns, plagiarism detection and/or 
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computation of the similarity of two documents. Moreover, 
these methods may be used for comparison of multimedia 
when they are converted into text form such as images, 
audio files or biological structures and sequences.  
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