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A fast algorithm for multiresolution discrete Fourier transform 
 
 

Abstract. The paper presents a fast algorithm for the calculation of a multiresolution discrete Fourier transform. The presented approach is based on 
the realization of the Fast Fourier Transform for each frequency resolution level. This algorithm allows reducing the number of complex 
multiplications and additions compared to the method consisting in the multiplication between the input signal expressed as a column vector and the 
matrix of discrete exponential functions. 
 
Streszczenie. W artykule przedstawiono szybki algorytm wyznaczania wielorozdzielczej dyskretnej transformaty Fouriera. Zaprezentowane 
podejście opiera się na realizacji algorytmu szybkiej transformacji Fouriera na każdym z analizowanych poziomów rozdzielczości częstotliwościowej. 
Algorytm ten cechuje się zredukowaną liczbą operacji mnożenia oraz dodawania liczb zespolonych, w porównaniu do algorytmu opierającego się na 
mnożeniu wektora sygnału wejściowego przez macierz dyskretnych funkcji wykładniczych. (Szybki algorytm wielorozdzielczej dyskretnej 
transformaty Fouriera).  
 
Słowa kluczowe: szybki algorytm, wielorozdzielcza dyskretna transformacja Fouriera, szybka transformacja Fouriera, notacja macierzowa. 
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Introduction 
 Transform domain approach for digital signal processing 
is useful to bring out the hidden information, which may not 
be explicitly available when the signal is represented in 
original domain. In recent years, discrete orthogonal 
transforms have attracted a considerable amount of 
attention, resulting in many applications of signal 
processing [1-3]. However, conventional transforms focus 
on the “frequency” domain, can’t analyze the variations of 
frequency with time. Nevertheless, in many applications, 
there is the task of analyzing the frequency components of 
signals with reference to time. In addition, it is often 
necessary analysis of selected segments of the signal with 
different resolutions. Traditional discrete orthogonal 
transforms these properties do not possess. All the above 
advantages has a multiresolution discrete Fourier transform 
(MR DFT) [4]. It is necessary to mark that the calculation of 
MR DFT requires implementation of plenty of arithmetic 
operations. In [5] described an algorithm that reduces the 
number of arithmetic operations in calculating the MR DFT. 
But in this publication is not taken into account all aspects, 
which can be used in the implementation of the considered 
method. In particular, it is not fully explored the possibility of 
rationalization of the computational process when 
implementing the studied method. The authors of paper [5] 
did not show any graph illustrating the organization of the 
computational process at least for the simplest example. It 
is therefore often difficult to understand the solutions 
proposed by the authors of the work. In this regard, the 
proposed recommendations are not suitable for direct use. 
Therefore, in this paper we presented a clear and explicit 
algorithm for computing the MR DFT. The algorithm is also 
well suited for parallel processing because of the modular 
nature of time-space structure of computing process and 
regularity of its structural fragments. In describing the 
algorithm used matrix notation that enables simple and 
clear to provide features of computational process. 
 The vectorized form of the multiresolution discrete 
Fourier transform may be defined as:   
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where j  is the imaginary unit, satisfying .12 j  NI  – is 

the identity NN   matrix and signs “ ” and “ ” – denote 
a tensor product and direct sum of two matrices 
respectively [7]. The matrix of the extension of input vector 
is defined as: 
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where 1m1  – is the 1m  matrix whose elements are units.  
 As can be seen, a schoolbook way of computing the 
multiresolution discrete Fourier transform in accordance 
with equation (1) requires   multiplications and 

 additions in complex numbers. These values are defined 
in a following way: 
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 In the rest of this paper we describe in detail the fast 
algorithm for the multiresolution discrete Fourier Transform 
with reduced number of arithmetic operations compared to 
the naive method.  
 
Development of the algorithm 
 The main idea of the proposed algorithm is a realization 
of the Fast Fourier Transform for selected segments of the 
signal at the current resolution level. At this point, we 
introduce some special matrices, used in the synthesis of a 
computational procedure.  

 The matrix )(i
mNA , which refers to the i -th iteration of 

the algorithm, is defined as follows: 
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where the matrix of an algebraic summation is defined in a 
following way: 
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where 2H  denotes the 22  Hadamard matrix: 
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 The definition of the matrix )(i
mNG  is presented below: 
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The matrix )(
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jD , which determine a position and a size of 

“the butterflies” is defined in a following way: 
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where k
nw  is a twiddle factor, which can be expressed as: 
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 The matrix shuffling the data takes a following form: 
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iT  is the matrix shuffling the components related to 

the i -th resolution level: 
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Nonzero elements of the bit-reversal permutation )(
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defined in a following way: 
 

111,
2

nkt , for ink 2,1 , 

 

where 
2

p  represent a binary inversion of number p : 

 







1

0

2
m

i

i
ipp , }1,0{ip , 

 
for: 
 





 

1

0
12

2
m

i

i
impp , }1,0{ip . 

 

Taking into account all the above information, we can write 
the procedure for fast computation of the multiresolution 
discrete Fourier transform: 
 

   
 ))(( )1()1()()(

1
m

mN
m

mN
m

mN
m

mNmNmN ADADΓY  

(3)          

1
)1()1( )(  NNmNmNmN XPAD . 
 

Below we consider an example for computing the MR DFT 
for 8N  ( 3m ). The computational procedure for this 
example takes a following form: 
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The matrix 824P  according to formula (2) can be 
expressed as: 
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Next we present the corresponding matrices in each 
iteration of the algorithm. 
 First iteration 
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 The matrix shuffling the data can be written as: 
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 The graph-structural model for realization of proposed 
algorithm for this example is illustrated in figure 1. The 
circles in this figure show the operation of multiplication by a 
complex number inscribed inside a circle. In turn, the 
rectangles indicate the matrix-vector multiplications with the 

22  Hadamard matrices. In this paper the graph-structural 
model is oriented from left to right. Straight lines in the 
figure denote the operation of data transfer. We use the 
solid lines without any arrows, so as not to clutter up the 
presented model.  
 
The analysis of computational complexity 
 Presented algorithm for the calculation of the 
multiresolution discrete Fourier transform, in accordance 
with formula (3), requires a following number of complex 
multiplications: 
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performed in the i -th iteration. Therefore, a total number of 
complex multiplications performed in the algorithm, can be 

estimated by summing )(i
  over all iterations: 
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Figure 1. The graph-structural model for computational process 

organization for column vector 124Y  according to procedure (3) 

 
 Taking intro account the fact that the described 
algorithm is based on the Fast Fourier Transform and 
analyzing the procedure defined by formula (3), it can be 
noticed that the number of additions performed in each of 
the iterations is two times bigger than a number of 
multiplications in the same iteration. Figure 2 presents the 
relationship between the number of complex multiplications 
and current iteration for various size of a signal. In turn, 
figure 3 presents a comparison between total number of 
complex multiplications performed in according to formula 
(1) and accordance with formula (3).  
 

 
Figure 2. A graph representing dependence between the number of 
complex multiplications and the current iteration of the fast 
algorithm 

 
Figure 3. A graph representing comparison between the fast 
algorithm and the naive method for the MR DFT 
 
Conclusion 
 In this article, we considered the possibility of reducing 
the number of calculations performed during realization of 
the multiresolution discrete Fourier transform. It has been 
shown that using the FFT algorithm during calculation of 
spectra of selected segments, we can get the advantage of 
a significantly lower multiplicative complexity and additive 
complexity. Moreover, additional advantage of the proposed 
algorithm is possibility of parallelization. The main drawback 
of the proposed approach is requirement for the size of 

segments of the signal, which should be n2 , where n  is 
some natural number, although this problem is rare in 
practice. Another disadvantage is the fact that presented 
solution of the problem do not reuse the internal results.  
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